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Non-equilibrium states of matter have become of great fundamental and practical interest in recent years 
because of their wide importance in diverse areas of physics. With the rapid development of new time-
resolved techniques, the temporal dynamics of competing processes and interactions were recently 
disentangled in a wide variety of complex condensed matter systems. However, the physics of metastable 
mesoscopically ordered textures emerging through phase transitions has been largely experimentally 
inaccessible till now: the current state of the art time-resolved methods using x-rays, electron diffraction, 
photoemission, THz and optical spectroscopy all average over multiple transition outcomes, and cannot 
resolve complex irregular structures. Thus, mesoscopic quantum physics of metastable states remains largely 
unexplored. Here we propose to investigate mesoscopic textures created under controlled non-equilibrium 
conditions in complex electronic materials, with a focus on topological and quantum jamming transitions 
where transition outcomes are determined through quantum selection processes. The experimental 
breakthrough comes with the use of time-resolved low-temperature gated or single-shot scanning tunnelling 
microscopy and tunnelling spectroscopy, studying single and multiple time-averaged transition outcomes 
with atomic spatial resolution on timescales from hundreds of femtoseconds to days. Experiments 
supplemented by theory will address creation processes, relaxation dynamics and quantum decoherence of 
metastable mesoscopic structures, leading to manipulation and control on the quantum level. Simulations 
on different levels include classical modelling, D-wave quantum annealing, and comparisons of quantum and 
classical annealing using a configurable system of voids. The project opens the path to exploration of a new 
class of metastable mesoscopic physical phenomena and new avenues in non-equilibrium solid state 
quantum systems technology. 
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Life	exists	(only)	out	of	equilibrium

2

Edwin	Schroedinger,	What	is	life?	(1944)



“False	vacuum	state”



Metastable	states



Metastability:	what	are	the	mechanisms	?



Squeezing	phase	diagrams	towards	metastability in	

La
2/3
Ca

1/3
MnO

3

PM insulator

PM insulator

AFM
insulator

FM
metal

FM
in

su
la

to
r

Ca concentration, x

Te
m

pe
ra

tu
re

Metastable
metal

La2/3 Ca1/3 MnO3

Strain

AFM
insulator

16 
 

 

 
Figure 2 

  

Nature Materials 15, 930–931 (2016).
930 NATURE MATERIALS | VOL 15 | SEPTEMBER 2016 | www.nature.com/naturematerials

news & views

While exerting a tensile strain on a 
layered oxide such as Ca3Ti2O7 increases 
its polarization, as would be expected, they 
find a critical tensile strain of ~2.6% beyond 
which the polar nature suddenly turns off 
and a nonpolar state emerges (Fig. 1). In 
this state, polarizations in different layers 
perfectly cancel each other, leading to no 
net polarization (with some key differences, 
this also occurs with a compressive strain 
beyond 3.3%). The authors reveal that the 
underlying mechanism involves a coupling 
between two different tilt distortions of the 
oxygen octahedral cages, and one distortion 
largely involving the Ca atoms. Such intricate 
couplings were previously unnoticed, probably 
because of the very large design space of 
the layered oxides (Fig. 2), as well as the 
computational cost (2 million supercomputer 
hours were needed).

The study reveals that in layered crystal 
geometries, tension can be a two-way switch, 
able to both turn on and off inversion 
symmetry and hence polar properties. This 
is clearly a critical requirement for potential 

applications including high-temperature 
piezoelectrics, tunable dielectrics, negative 
thermal expansion materials, and the 
combining of polarization with novel 
electronic properties. The study further 
reveals that large polar, piezoelectric and 
dielectric property enhancements are 
achieved close to this switch between polar 
and nonpolar phases, where these competing 
phases can coexist.

There is much more to do, however, 
before this becomes a reality. First, the study 
is a theoretical prediction at a temperature 
of 0 K; experimental validation at finite 
temperatures would be a critical step forward, 
while other surprises may emerge that have 
not yet been predicted. In addition, the large 
strains needed for the nonpolar transition can 
practically only be achieved in very thin films, 
and defects may influence such predicted 
effects. Nonetheless, the current study is an 
important advance in our understanding of 
layered crystals, and the countless surprises 
and possibilities for materials functionality by 
design that await discovery. ❐
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MANGANITE FILMS

Tuning phase diagrams
Strain engineering can tune a manganite film into an antiferromagnetic insulating state whose extreme 
photo-susceptibility allows for the ordinary ferromagnetic metal state to then be transiently realized.

Dragan Mihailovic

Phase transitions with thermodynamic 
variables defined under equilibrium 
conditions can be classified according to 

Paul Ehrenfest’s scheme, which is based on 
the concept of free energy. However, many 
phase transitions take place under conditions 
that are out of equilibrium, leading to the 
appearance of metastable states. Actively 
controlling these states and engineering 
their appearance has attracted a lot of 
attention, as it is not only of fundamental 
but also practical interest. Richard Averitt 
and colleagues1 now describe in Nature 
Materials how La2/3Ca1/3MnO3 can be tuned 
via strain engineering to manifest a charge-
ordered insulating phase with extreme 
photo-susceptibility.

Nonequilibrium phase transitions after 
electromagnetic excitation (typically with 
short laser pulses) are not usually particularly 
interesting; the photoexcited electrons and 
holes rapidly release their excess energy to the 
lattice and just ‘heat’ the system. Typically after 
the thermalization process, which lasts a few 
picoseconds, the system relaxes towards the 

equilibrium ground state at a rate determined 
only by thermal dynamics of the lattice.

There are a few known cases of very 
different materials however, including oxide 
superconductors, charge-transfer salts and 
manganites, where the relaxation time is in the 
nanosecond range and is significantly longer 
than the thermalization process2–5. In this 
case, metastable states may appear, although 
it’s not at all obvious where within the vast 
nonequilibrium phase space they can be 
found. One possibility is formation through 
transient photodoping: if the photoexcited 
electrons and holes relax towards the Fermi 
level at different rates, there is a short time 
window for the formation of a new metastable 
state under conditions of charge asymmetry. 
For example, the long-term stability of the 
photoinduced insulator-to-metal transition 
in the transition metal dichalcogenide 
1T-TaS2 (ref. 6) arises because the new state is 
topologically different from the ground state. 
Effectively, its relaxation at low temperatures 
requires a macroscopic quantum tunnelling 
transition — a very unlikely event.

Another novel possibility for reaching 
metastable states is described in the paper 
by Averitt and co-workers1, where the 
equilibrium system is coerced into a new 
phase diagram that is highly susceptible to 
photoexcitation. The material in question is 
the well-known manganite La1−xCaxMnO3, 
which is forced by substrate strain into an 
antiferromagnetic insulating (AFI) state 
at a doping level x = 1/3, where it would 
normally be a ferromagnetic (FM) metal 
(Fig. 1). Fingerprints of extreme sensitivity of 
1T-TaS2 to substrate strain had been reported 
earlier, indicating the possibility to control 
the metastability by anisotropic strain7. In 
the present case, the strain exerted by the 
LaGaO3 substrate enhances the broken 
symmetry of the lattice (the orthorhombicity 
of the otherwise cubic structure), resulting 
in an extended range of the AFI state8, which 
shows a remarkable susceptibility towards a 
photoinduced phase transition.

Such modifications of the phase diagram 
by substrate strain have been shown to 
lead to increased superconducting critical 

Nature Materials 15, 956–960 (2016)

Cooperative photoinduced metastable phase 
control in strained manganite films

Jingdi Zhang et al.
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Photoinduced Insulator-to-Metal Transition in a Perovskite Manganite

K. Miyano,1 T. Tanaka,1 Y. Tomioka,2 and Y. Tokura1,2

1Department of Applied Physics, University of Tokyo, Bunkyo-ku, Tokyo 113, Japan
2Joint Research Center for Atomic Technology (JRCAT), Tsukuba 305, Japan

(Received 3 March 1997)
We have observed an insulator-to-metal (I-M) transition triggered by the photocarrier injection into

the charge-ordered (CO) state of a perovskite manganite crystal, Pr0.7Ca0.3MnO3. The photocurrent is a
highly nonlinear function of applied electric field and of light intensity; both show a threshold behavior
for the I-M transition. The dependence of the anomalous photocurrent on the excitation photon energy
and the temperature excludes the laser heating as the cause of the effect, suggesting the photocarrier-
mediated collapse of the CO state. [S0031-9007(97)03338-3]

PACS numbers: 71.30.+h, 71.28.+d, 72.40.+w

Perovskite manganites with the formula R12x

A

x

MnO3
(R ≠ trivalent rare earth element and A ≠ divalent
alkaline earth element) offer a vast playground in which
one can test the concept of the “phase control.” Here,
charge, spin, orbital, and lattice act as independent degrees
of freedom, yet they are strongly coupled so that the
balance between the resulting phases is very subtle and
susceptible to the external stimuli. This is most notably
exemplified by their extremely large magnetoresistance
[the so-called colossal magnetoresistance (CMR)], which
is viewed as a magnetic-field induced insulator-to-metal
(I-M) transition [1]. In this case the control parameters
are the electronic bandwidth and the doping level. The
bandwidth control is afforded through the dependence of
the transfer energy on the lattice distortion [2]: the smaller
the ionic radii of cations at the A site of the perovskite
lattice, the smaller is the transfer integral. The amount
of the divalent ions, x, controls the level of doping,
which, on the one hand, can promote the delocalization
of the charge via the double-exchange mechanism [3]
and, on the other hand, can favor localization through
the formation of a charge-ordered state [4], manifested
by the charge-density modulation at the Mn site. The
modulation is stabilized at a certain charge distribution
commensurate with the lattice periodicity. The charge-
ordered state is thus very stable at x ≠ 0.5 when small
cations such as R ≠ Pr and A ≠ Ca are chosen [5].
When one reduces x, the charge-ordered state becomes
less stable and, around x ≠ 0.3, the system is on the verge
of the transition from the charge-ordered insulator (COI)
to the ferromagnetic metal (FM) so that the (energetically
minuscule) magnetic field can cause the COI to FM
transition and hence the CMR. This report deals with a
similar I-M transition mediated by the creation of carriers
via photoabsorption of visible-IR light [6].
The sample is a single crystal Pr0.7Ca0.3MnO3 grown

by the floating-zone method as described previously [1].
A thin slice was cut from a boule and the surface
was mechanically polished to a mirror surface. It was
annealed at 1000 ±C for 24 h under O2 flow to remove
the surface stress. Au electrodes separated by a 50 mm

gap (,2 mm long) were vacuum evaporated onto the
surface. The sample was mounted in a continuous-flow
type cryostat for maximum heat conduction. The wiring
consisted of thin 50 V Teflon coaxial cables.
Without an external field, this material undergoes a

series of phase transitions [1]. At room temperature it
is a paramagnetic insulator. Below 200 K, it is the COI.
It turns into an antiferromagnet around 130 K (T

N

), and
finally into a canted antiferromagnet around 115 K (TCA).
The resistance of the sample shown in Fig. 1 is (aside
from a multiplicative factor due to the electrode geometry)
in good agreement with the published data [1]. Although
the electric field used in the experiment is relatively strong
(up to 4 kVycm; see below), the I-V relationship is linear
in this range as shown in the inset of Fig. 1.
The I-M transition was monitored by observing the

photoinduced conduction. An OPO (optical parametric
oscillator) excited by a pulsed YAG laser was used for
optical excitation. The photon energy was in the range

FIG. 1. The resistance of the sample and the I-V relationship
(inset) at some representative temperatures. Within this voltage
range (50 mm electrode separation) the resistance is Ohmic.
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pounds with relatively narrow conduction
bandwidth, charge ordering—that is, real-
space ordering of Mn3! and Mn4! spe-
cies—competes with the FM double ex-
change between the localized spins of the
Mn ions. Therefore, with decreasing tem-
perature, transition occurs in which the
charge carriers localize in a variety of struc-
tural and magnetic ordering patterns (2). In
some of the perovskite manganites, the
charge-ordered state can be transformed
into a FM state again by application of
external forces. This transformation is ac-
companied by a pronounced change in re-
sistivity; in the presence of a magnetic field,
it is termed “colossal magnetoresistance”
(CMR) (1). Pr1–xCaxMnO3 is an example
of CMR, as it shows insulating behavior
over the whole composition (x) range be-
cause of the narrow bandwith of electrons
assigned to the eg orbital (3).

The ground state of Pr0.7Ca0.3MnO3 ex-
hibits charge-localizing real-space ordering
of Mn3! and Mn4! ions that occurs at
"220 K; antiferromagnetic ordering occurs
at "130 K, and at "115 K spin canting
occurs (4). The compound can be driven
back into the conducting metallic state
upon application of a magnetic (3) or elec-
tric (5) field, high pressure (6), or exposure
to x-rays (7) or visible light (8). The appli-
cation of a magnetic field or high pressure
causes the whole sample to undergo the
phase transition when the external pertur-
bation exceeds a critical value. In contrast,
there is evidence that the application of an
electric field, x-rays, or visible light results
in an I-M transition that may not always
affect the whole bulk of the sample. A
nucleation of metallic patches that form
one or more filamentary metallic paths may
occur instead (3, 5, 7). The formation of
current filaments generated by impurity
breakdown is well known for the case of
high-purity semiconducting layers (9–11).
However, the breakdown model for semi-
conductors is not applicable to the CMR

manganites because of their strong magnet-
ic correlations. In this case, paths have not
yet been observed and the existence of a
“local phase transition” remains unclear.

We therefore applied an optical imaging
technique to spatially resolve a Pr0.7Ca0.3-
MnO3 single crystal undergoing a light-
induced phase transition (Fig. 1). For this
purpose, two pairs of gold electrodes were
vacuum-evaporated onto the surface of the
sample (size 4 mm by 4 mm by 1 mm),
which had been grown, prepared, and an-
nealed as described (8, 12). Both pairs of
electrodes were separated by a straight 150-
#m gap and wired as shown in Fig. 2A. The
I-M transition was induced by illuminating
the gap between the electrodes with 7-ns,
1064-nm laser pulses while applying a volt-
age of typically 10 to 100 V. The phase
transition can only be induced if the laser
spot fully covers the space between the
electrodes (at an arbitrary position along
this gap) while the laser-pulse energy ex-
ceeds a threshold value that is determined
by the electric field between the electrodes
and the laser wavelength (8, 13). Once the
phase transition had occurred (Fig. 1), it
remained stable as long as a current I was
flowing between the electrodes, in which
case the laser was turned off. The spatially
resolved reflectivity of the sample was mea-
sured by illuminating it with light emitted
from a Xe lamp that was spectrally nar-
rowed by means of various narrow band-
pass interference filters. The reflected light
was projected onto a cooled charge-coupled
device camera with a telephoto lens.

Three images of a section of the sample
illuminated with light at $ % 1000 nm,
with currents of 0, 10, and 100 mA flowing
between the electrodes, are shown in Fig. 2,
A to C. The change of reflectivity &R due
to the flowing current was visualized by
digitally subtracting the image of the con-
ducting sample from the image of the insu-
lating sample. For I % 0 mA (Fig. 2A), the
sample remains in the insulating state and

the difference image should not exhibit a
variation of brightness at all. Nevertheless,
small variations creating a three-dimen-
sional effect are visible. These variations
originate in tiny ('1 #m) shifts of the
sample; during the time lapse between
the two images, these shifts are caused by
the stream of helium in the continuous-flow
cryostat in which the sample is mounted. In
the conducting state, however, a distinct
change of reflectivity of the sample is ob-
served along a well-localized path between
the electrodes. This path is formed inside
the region that had been illuminated by the
laser pulse and generally remains pinned to
its original position. In a few cases, sponta-
neous movement to another position could
be observed, usually upon increasing I.
However, these spontaneous shifts can be
suppressed by using tine-shaped electrodes,
where the magnitude of the electric field is
higher and therefore more favorable for the
phase transition in a well-defined region on
the sample.

At I % 10 mA (Fig. 2B), the width of the

Fig. 1. The light-induced I-M
transition in Pr0.7Ca0.3MnO3.
The sample resistance at T %
30 K upon illumination with a
7-ns, 1064-nm light pulse from
a Nd–yttrium-aluminum-garnet
laser is shown as a function of
time. After the illumination (t %
0), a change of resistance of
more than eight orders of mag-
nitude occurs. If the current is
limited with a regulated pow-
er supply, the phase transition
can be monitored by the break-
down of the voltage applied to
the sample. The inset shows
the crystal structure of the
compound.

Fig. 2. Differential images of a Pr0.7Ca0.3MnO3
sample with gold electrodes (Au) taken with light
at $ % 1000 nm reflected from the sample surface.
The sample at T % 30 K is in the insulating state at
I % 0 mA (A) and in the conducting state at I % 10
mA (B) and I % 100 mA (C), respectively. At 1000
nm, the reflectivity of the sample is greater in the
insulating than in the conducting state, so that
white areas in the differential images denote the
region where the phase transition has occured. A
conducting metallic path can be generated at ar-
bitrary positions along the gap between the elec-
trodes by illuminating this position with the laser
pulse while an electric field is applied between the
electrodes. Here, the path was generated at the
far left side of the electrodes to show how it
spreads out into the surrounding material. The
wiring of the sample is depicted in (A), with ! and
– indicating the poles of a regulated power supply.
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If	456789: < #/<,	multiple	domains	form	(Kibble-Zurek	mechanism)
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Topology of cosmic domains and strings 

T W B Kibble 
Blackett Laboratory, Imperial College, Prince Consort Road, London SW7 2BZ, UK 

Received 11 March 1976 

Abstract. The possible domain structures which can arise in the universe in a spontaneously 
broken gauge theory are studied. It is shown that the formation of domain walls, strings or 
monopoles depends on the homotopy groups of the manifold of degenerate vacua. The 
subsequent evolution of these structures is investigated. It is argued that while theories 
generating domain walls can probably be eliminated (because of their unacceptable 
gravitational effects), a cosmic network of strings may well have been formed and may have 
had important cosmological effects. 

1. Introduction 

Gauge theories with spontaneous symmetry breaking have come to play a central role in 
elementary particle theory. Kirzhnits (1972), and Kirzhnits and Linde (1972, 1974) 
suggested that as in ferromagnets and superconductors the full symmetry may be 
restored above some critical temperature. That this actually happens in a class of 
theories where the symmetry breaking occurs through the acquisition of a vacuum 
expectation value by an elementary scalar field has been demonstrated by Weinberg 
(1974) while Jacobs (1974) and Harrington and Yildiz (1975) have examined models of 
dynamical symmetry breaking in which the role of the order parameter is played by a 
composite field operator. (See also Bernard 1974, Dolan and Jackiw 1974, Dashen eta1 
1975, and Linde 1975.) 

In the hot big-bang model, the universe must at one time have exceeded the critical 
temperature so that initially the symmetry was unbroken. It is then natural to enquire 
whether as it expands and cools it might acquire a domain structure, as in a ferromagnet 
cooled through its Curie point. Zel’dovich et a1 (1974; see also Kobzarev et a1 1974) 
have discussed this question, and in particular pointed out the important gravitational 
effects to be expected of domain walls. Everett (1974) has studied the propagation of 
waves across a domain boundary. 

The aim of this paper is to discuss the topology and scale of the possible cosmic 
structures that might arise. After reviewing the results of Weinberg and others on phase 
transitions in a simple class of models in 0 2, we discuss in 0 3 the initial formation of 
‘protodomains’ as the universe cools. The possible topological configurations are 
examined in 0 4. These include domain walls, strings and monopoles. We show that 
their occurrence is largely determined by the topology of the manifold M of degenerate 
vacuum states (specifically by its homotopy groups). (Coleman (1976) has stated the 
same result in a different context. In the case of monopoles it has been proved by Krive 
and Chudnovskii 1975.) In 0 5 we examine the later evolution of these structures. We 
show that domain walls can be of two main types with very different transmissivity, and 
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Just	domains,	or	new	emergent	states?



1T-TaS2

Crystals of	1T-TaS2 grown	by	Petra	Sutar

A	system	with	competing	Coulomb,	Fermi	surface	instability,	spin	frustration and	lattice	strain and	quantum	tunneling...and	more.
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Competing	phases	in	TaS2: Multiple structural	and	charge-density-wave	states,	

superconductivity	under	pressure,	and/or	(Fe,Cu,Na or	Se…?)	doping.

Li	et	al.	EPL	2012

Physical	pressure: 1T-TaS2Fe	:	1T-TaS2

(substitution):
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Figure 1 Ambient-pressure phases of 1T-TaS2. The phases are: a metallic phase
at temperatures above 550 K; an ICCDW phase above 350 K; an NCCDW phase
above 190 K; a CCDW Mott phase below 190 K; in addition there is a trigonal phase
present solely during the warming up cycle between 200–300 K (refs 9,10,45). Also
shown are the Ta atom distortions in the fully commensurate phase (bottom left
inset) and the crystal structure of 1T-TaS2 (top right inset).

The neighbouring NCCDW phase equally contains David-star
clusters, although they are arranged in a less uniform manner9.
Ambient-pressure X-ray studies in 1T-TaS2 reveal that in the
NCCDW phase several tens of stars organize into roughly
hexagonal domains, locally reproducing the CCDW phase10,27. The
domains are separated by triangular regions where the amplitude
of the deformation is reduced, forming the planar structure that
resembles the kagome patchwork10,27.

We have carried out resistivity measurements on 1T-TaS2 under
pressures ranging from 0 to 25 GPa and temperatures ranging from
1.3 to 300 K (Fig. 2).

At temperatures below 250 K, we observe a first-order transition
from the NCCDW to the CCDW phase, which melts with a
pressure of 0.8 GPa. At low temperatures, the resistivity saturates
to finite residual values that shift lower and lower as the pressure
is increased. The transition from the incommensurate to the nearly
commensurate CDW phase appears as an increase in the resistivity
in the temperature range of 120–300 K for the whole pressure
range. The first confirmed signatures of superconductivity appear
at 1.5 K and 2.5 GPa. The superconductivity arises from the non-
metallic low-temperature phase, which continuously evolves from
the NCCDW state at ambient pressure.

In addition, at around 4–5 GPa, the resistivity saturates to
a plateau-like temperature dependence below 50 K. The value
of this low-temperature residual resistivity drops as the pressure
is increased, and a metallic-like signature stabilizes in the
low-temperature ranges. Above 8 GPa, the resistivity is metallic
over the entire investigated temperature range, although the
temperature dependence remains unconventional.

We summarize our findings in a pressure–temperature phase
diagram (Fig. 3). The Mott localization and the CCDW phase are
fully suppressed at pressures of about 0.8 GPa. The NCCDW phase
persists to pressures of 7 GPa and may be visualized as roughly
hexagonal CDW domains suspended in an interdomain phase10,27.
The domains are expected to become progressively smaller as
the pressure increases. The first signatures of superconductivity
appear in the NCCDW phase and remain roughly at 5 K
throughout the entire pressure range of 3–25 GPa. For pressures
of 8–25 GPa, the system is metallic over the investigated
temperature range when above the superconducting transition
temperature. Recent preliminary field measurements indicate that
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Figure 2 Resistivity in the pressure range of 0–25GPa and temperature range
of 1.3–300K. a, The temperature dependence of the resistivity is largely
non-metallic over the entire temperature range for pressures of 0–4 GPa; the
low-temperature upturn in the resistivity that relates to the variable-range-hopping
conduction in the Mott phase11,12 disappears above 0.6 GPa; first traces of the
superconductivity are observed at an approximate pressure of 2.5 GPa, with a TSC of
1.5 K; metallic-like behaviour develops for low temperatures at pressures of
4–8 GPa; fully metallic behaviour is present at pressures greater than 8 GPa. b, The
superconductivity first develops with pressure within the non-metallic phase.

the critical magnetic field would be of the order of 1.5 T, in the
lower-pressure ranges.

The questions that emerge from this new phase diagram
address the melting of the CCDW Mott state, the origin of the
textured NCCDW phase in relation to that state and the appearance
of superconductivity in a pristine 1T system, which remains
apparently insensitive to both pressure and the melting of the
charge order.

The exceptional assembly of electron–phonon coupling, nesting
eVects and Coulomb interaction combine to construct the elaborate
phase space of 1T-TaS2. To understand the many complexities
of this system, it is important to consider the microscopics
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High-quality single crystals of 1T-FexTa1!xS2 were
grown by the chemical vapor transport method with
iodine as a transport agent. Details of the sample prepara-
tion were described elsewhere [23]. ARPES measurements
were performed using a VG-SCIENTA SES2002 spec-
trometer with a high-flux He discharge lamp at Tohoku
University. The He-I! (h" ¼ 21:218 eV) resonance
line was used to excite photoelectrons. The samples
were cleaved in situ in an ultrahigh vacuum better than
5# 10!11 Torr. The energy and angular (k) resolutions

were set at 13 meV and 0.2$ (0:007 !A!1), respectively.
The Fermi level (EF) of the samples was referenced to that
of a gold film evaporated onto the sample holder.

First we focus on the electronic states of pristine 1T-TaS2
in which we have revealed some new aspects across the

phase transitions. Figures 1(b) and 1(c) show energy distri-
bution curves (EDCs) and corresponding band dispersions
of pristine 1T-TaS2 along the "M cut measured at three
different phases [Mott phase (30 K); NCCDW phase
(300 K); and normal phase (360 K)]. At T ¼ 360 K, we
recognize a highly dispersive band around the " point. This
band crosses EF at midway between the " and M points,
forming an electronlike FS centered at the M point [see
Fig. 2(a)] [11,13,24]. As shown in Fig. 1(b), this band does
not cross EF at T ¼ 300 K but disperses back toward the
higher binding energy (EB) near the kF (Fermi vector) point
in the 360-K spectra (see EDCs marked by a black curve),
with a characteristic pseudogap feature [25]. Such band-
folding behavior and ARPES-intensity modification are
likely caused by the superlattice potential of the NCCDW
where the star-of-David clusters locally maintain theffiffiffiffiffiffi
13

p
#

ffiffiffiffiffiffi
13

p
periodicity identical to the CCDWMott phase.

Inside the pseudogap, a narrow band pinned at EF is also
observed around the " point [see the 300-K intensity in
Fig. 1(c)]. In the Mott phase at T ¼ 30 K, the Ta 5d band
splits into multiple subbands due to strong CDW potential.
Also, the near-EF spectral weight resides on the higher EB

side of %0:2 eV due to the Mott-Hubbard gap opening,
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FIG. 1 (color online). (a) Schematic electronic phase diagram
of 1T-FexTa1!xS2 derived from transport properties [23] as a
function of temperature and x, where CCDW, NCCDW, SC, and
AL represents the commensurate CDW, nearly commensurate
CDW, superconductivity, and Anderson localization, respec-
tively. For x ¼ 0:02 and 0.03, the SC critical temperature Tc is
2.8 and 2.6 K, respectively. (b) EDCs of pristine 1T-TaS2
measured at 30, 300, and 360 K along the "M direction.
(c) Corresponding second-derivative ARPES intensity 1T-TaS2
plotted as a function of wave vector and EB.
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of lattice distortion by the decrease of bond angles (h) from
hS!Ta!S (87:234") to hSe!Ta!Se (86:014"). Figure 3(d) shows
the variation of lattice parameters (a, c) and unit cell volume
(V) with Se content. The values of a, c, and V monotonously
increase with Se content, in accordance with the larger ion ra-
dius of Se than that of S. This is totally different from the
case of the substitution of Fe at Ta site in 1T-FexTa1–xS2,28

where the values of c almost have no change with increasing
Fe content, while the values of a decrease due to the smaller
ion radius of Fe than that of Ta.

The temperature dependence of in-plane resistivity (qab)
measurements on 1T-TaS2–xSex (0 # x # 2) is shown in Fig.
4(a). At first below 200 K, it is observed a first-order transi-
tion from the NCCDW to the CCDW phase. The CCDW
transition gradually shifts to lower temperature with increas-
ing x content, and the Mott insulating phase at low tempera-
tures completely disappears for x > 0:8. More significantly,
the signature of superconductivity emerges for x¼ 0.9. The
maximum of superconducting onset temperature is%3.6 K
for the optimal sample with x¼ 1 [see the inset of Fig. 4(a)].
Above x > 1:6, the superconductivity at low temperatures is
suppressed, while CCDW phase reproduces and a metallic
behavior arises until x¼ 2. Figure 4(b) shows the high-
temperature resistivity to magnify the NCCDW transition
from normal metallic phase. The NCCDW transition obvi-
ously shifts to higher temperature with Se content, in agree-
ment with the larger ion radius of Se than that of S.

TABLE I. Structural parameters and selected bond lengths and angles of 1T-
TaS2–xSex (x ¼ 0, 1, and 2) from powder XRD Rietveld refinement.

Formula 1T-TaS2 (x¼ 0) 1T-TaSSe (x¼ 1) 1T-TaSe2 (x¼ 2)

Space group P-3m1 P-3m1 P-3m1

Z 1 1 1

a (Å) 3.3672(6) 3.4173(8) 3.4746(9)

c (Å) 5.9020(9) 6.1466(4) 6.2778(4)

dTa!SðSeÞ (Å) 2.441 2.501 2.547

hSðSeÞ!Ta!SðSeÞð"Þ 87.234 86.196 86.014

Cell volume (Å3) 57.955(5) 62.166(2) 65.641(5)

Density (g cm–3) 7.02 7.80 8.57

Rp (%) 15.03 5.15 8.91

Rwp (%) 17.47 6.39 14.08

v2 2.00 3.79 14.97

FIG. 4. (a) Temperature dependence of in-plane resistivity (qab) of 1T-
TaS2–xSex. The inset magnifies the region of the superconducting transi-
tions. (b) The NCCDW transitions at high temperatures of all the samples.

FIG. 5. Temperature dependence of magnetic susceptibility for optimally
superconducting sample 1T-TaSSe (x¼ 1). The left inset shows the initial
M(H) isotherm at 2 K, where the light green line stands for the linear fitting
in the low-field range. The right inset shows the magnetization hysteresis
loops of 1T-TaSSe at 2 K with H parallel to the c-axis.

FIG. 6. Electronic phase diagram of 1T-TaS2–xSex derived from the present
transport properties as a function of temperature and x, where CCDW,
NCCDW, and SC represent the commensurate CDW, nearly commensurate
CDW, and superconductivity, respectively.
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Cell volume (Å3) 57.955(5) 62.166(2) 65.641(5)

Density (g cm–3) 7.02 7.80 8.57

Rp (%) 15.03 5.15 8.91

Rwp (%) 17.47 6.39 14.08

v2 2.00 3.79 14.97

FIG. 4. (a) Temperature dependence of in-plane resistivity (qab) of 1T-
TaS2–xSex. The inset magnifies the region of the superconducting transi-
tions. (b) The NCCDW transitions at high temperatures of all the samples.
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M(H) isotherm at 2 K, where the light green line stands for the linear fitting
in the low-field range. The right inset shows the magnetization hysteresis
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FIG. 6. Electronic phase diagram of 1T-TaS2–xSex derived from the present
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of the diVerent phases at ambient pressure and their possible
evolution under pressure. We will address each of the above posed
questions separately.

MELTDOWN OF THE MOTT PHASE

The standard way of influencing the Mott phase is to aVect the
ratio between the Coulomb repulsion and the bandwidth. These
two relevant energy scales correspond to the parameters U and t of
the single-band Hubbard Hamiltonian, usually used to consider the
Mott transition,

H = �t
X

hi,ji,�

�
c†

i,� cj,� + c†
j,� ci,�

�
+U

X

i

ni,"ni,#

where ci,� and c†
i,� are the destruction and creation operators of an

electron at site i and with spin �, and ni,� = c†
i,� ci,� is the occupation

operator. For the special case of the triangular lattice of David
stars in 1T-TaS2, t and U map to the overlap of the electronic
wavefunctions defined by the deformation localized at David stars,
and the Coulomb interaction of the electrons above the gap within
the same David star, respectively.

The qualitative understanding of the observed phase transition
comes from the insight that pressure changes both the relevant
energy scales, by decreasing the swelling of the planes related
to the David-star deformations in the CDW state. In particular,
by reducing the deformation, the pressure diminishes the CDW
gap and increases the screening capacity of the electrons below
the gap (that is, the interband contribution to the dielectric
function). Similarly, the pressure also weakens the potential that
defines the local wavefunction, thereby increasing its extension
and the wavefunction overlap integral. Both these mechanisms
simultaneously increase t and decrease U , leading to a decrease in
the ratio U/t . The Mott-state melting occurs naturally at a critical
value of this ratio28.

NATURE OF THE TEXTURED PHASE

The NCCDW phase has been subject to numerous experimental
and theoretical investigations at ambient pressure. Previous
theoretical approaches invoked mainly phenomenological
treatments, based on sophisticated versions of the Landau-type
functional, leaving out the microscopic details29,30. However,
the main mechanism behind the creation of the textured phase
has been established to lie in the tendency of the system to
maximize the electronic gap at a given deformation amplitude
by (inter)locking the deformations at (three) commensurate wave
vectors, counteracted by the remnant part of the electrons in the
states above the gap. This leads to a microscopic mechanism for
domain formation, common to many electronic systems with
(charge- or spin-) density waves close to commensurability31.
Essentially, the discommensurations in the textured phase host
the electrons that do not fit below the gap that exists in the
commensurately ordered domains. Notably, however, the size of the
domains in 1T-TaS2 is substantial, containing several hundred TaS2

units within each layer. Therefore, long-range Coulomb forces are
expected to control the charge transfer involved in the domain size
and organization32. This important aspect was omitted in former
theoretical treatments of the NCCDW phase in 1T-TaS2.

We fully include the Coulomb aspect of this charge transfer,
when considering the formation of domains in the NCCDW phase
in 1T-TaS2. The two limiting degrees of this charge relocation leave
the domains either as a lightly (self-)doped Mott state, or fully
depleted. We compare the Coulomb energy per particle involved
in the formation of fully depleted domains, Ec, with the electronic
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Figure 3 The temperature–pressure phase diagram of 1T-TaS2. The Mott
localization is suppressed, closely accompanied by the melting of the CCDW phase
at a pressure of 0.8 GPa; the lattice structure in the latter phase is composed of
interlocking David stars. The NCCDW phase extends over the pressure range of
1–7 GPa, and may be visualized as roughly hexagonal domains suspended in an
interdomain phase, indicated in grey. The first signatures of superconductivity
appear from the NCCDW state, and remain roughly at 5 K throughout the entire
pressure range of 3–25 GPa. In the pressure range of 8–25 GPa, the system is
metallic over the investigated temperature range when above the superconducting
transition temperature. The drawings above and below the phase diagram indicate
the probable deformation patterns in the system at low temperature, as discussed in
the text. Darkly shaded parts denote the parts with the static deformation in the form
of David stars, whereas in the light-shaded areas the deformation is considerably
reduced or completely suppressed.

energy gap � in the domains. The case of Ec ⇠ � implies a
Coulomb-controlled textured phase. The alternatives, unrestricted
by the long-range Coulomb forces, relate to Ec ⌧ � and Ec � �
signifying fully depleted and slightly doped Mott phase domains,
respectively. Figure 4 shows the results of a calculation, for diVerent
domain sizes and organization in successive layers. The calculation
(see the Methods section) is carried out for a kagome patchwork
with two diVerent stacking alignments. Stacking A considers an
axial alignment of domains and interdomain triangles in successive
layers, and has been experimentally observed in 1T-TaS2 (see
Fig. 4, Stacking A). The shifted positions of the domains between
adjacent planes resemble a closely packed face-centred-cubic
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The	1T	polytype of	TaS2 is	metastable	

(Tc↑=550K,	Tc↓=1100K)

IV. DISCUSSION

The fact that Tc is pushed above 2 K in 2H-TaS2 by very
low amounts of doping gives some insight into the many
observations of superconductivity above 1 K in nominally
pure 2H-TaS2 and variants doped with organic mole-
cules.23,24 “TaS2” samples with indications of Tc above 1 K
may, in fact, be very slightly nonstoichiometric through hav-
ing small Ta excess or sub-1% quantities of impurity atoms
present. It is not at all clear how an increase in Tc by a factor
of about 3 between TaS2 and Cu0.01TaS2 can be possible if
the effect of copper doping is only to change the carrier
concentration by 1/100 of an electron per f.u. There must be
additional contributions—changing the interlayer coupling,
for example,33 or disrupting the ordering of the CDW state
through impurity scattering due to the intercalated Cu, as
seen in the change in CDW coherence length seen in electron
diffraction. These factors may explain why Tc’s of 2.5 K are
very commonly seen on intercalation of TaS2 with neutral
organic molecules. The current results suggest that the first

increment in Tc on doping 2H-TaS2, up to 2.5 K from 0.8 K,
comes from these initial effects and that further increases, to
the 4.5 K range, are due to the actual electronic doping of the
system.

Despite overall similarities, there are significant differ-
ences between the CuxTiSe2 and CuxTaS2 systems. The sharp
initial increase in the electronic contribution to the specific
heat on Cu doping in CuxTaS2 to a maximum at around x
=0.03, followed by a decrease at higher x, is in distinct con-
trast to what is observed in the CuxTiSe2 system.25 In that
case, ! increases continuously with Cu doping and continues
to increase for compositions beyond that of the optimal su-
perconductor at Cu0.08TiSe2. Therefore the decrease in Tc
with increasing x cannot be due to a decreasing density of
states. For CuxTaS2 on the other hand, the substantial de-
crease in Tc for Cu contents beyond the optimal 0.04 doping
could be due to the 50% decrease in the density of states
for higher x. Despite similar Tc values, the ! values at
the optimal superconducting compositions are 12 and
4 mJ mol−1 K−2 for CuxTaS2 and CuxTiSe2, respectively,
and the 0 K upper critical field of 4.2 T in Cu0.04TaS2 is
approximately three times larger than that observed in
Cu0.08TiSe2.

FIG. 8. !"a#–"d#$ Temperature evolution of the electron-
diffraction "ED# patterns in the hk0 plane for Cu0.04TaS2. Bright
spots are the diffraction peaks from the hexagonal crystal structure.
Diffuse scattering is present at high temperatures, but at 55 and 25
K, the diffraction peaks from the CDW are clearly observed. "e# hk0
plane ED pattern at 11 K of 2H-TaS2. The weak sharp CDW re-
flections are clearly shown between the fundamental reflections. "f#
and "g# are the intensity profiles of the fundamental and the CDW
reflections measured !along the dashed line in Fig. 8"e#$ from the
ED patterns in Figs. 8"a# and 8"e# for Cu0.04TaS2 and TaS2, respec-
tively. Quantitative fits of the CDW peak intensity profiles yield a
CDW q= "0.341"0.003#a! for TaS2 and a CDW q
= "0.358"0.004#a! for Cu0.04TaS2. The coherence length of the
CDW is greater than 50 nm for TaS2 and only %4–5 nm for
Cu0.04TaS2.

FIG. 9. "Color online# Electronic phase diagram for CuxTaS2.
Inset: the 2H-TaS2 crystal structure. Copper is inserted between the
TaS2 planes.
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(substitution):

standard four-point probe technique. Specific-heat measure-
ments were also performed in the PPMS by using the ther-
mal relaxation method. The Seebeck coefficient was mea-
sured using a homemade alteration of an MMR technologies
SB100 Seebeck measurement system.

Electron-diffraction !ED" studies were performed on
lightly ground samples mounted on copper grids coated with
holey carbon film. ED experiments were carried out using
the JEOL 3000F transmission electron microscope !TEM"
equipped with a Gatan liquid-helium cooling stage that en-
ables in situ TEM observations with the sample temperature
from 11 to 400 K. ED patterns were recorded on 16 bit Fuji
imaging plates for digital analysis. Peak positions and widths
on the ED patterns were quantified using standard curve-
fitting methods.

III. RESULTS

The observed powder x-ray diffraction patterns for the
CuxTaS2 samples were fit to the 2H structure type. The crys-
tallographic cell parameters are shown in Fig. 1. As Cu dop-
ing increases, the c-axis parameter increases systematically,
as is the case for CuxTiSe2,25 indicating that the Cu is inter-
calated between the TaS2 layers. Although impurity phases
are not visible in any of the diffraction patterns up to x
=0.14, the fact that the growth of the c-axis stops near x
=0.12 indicates that this is the solubility limit for copper in
the phase.

The temperature dependent resistivities of polycrystalline
pellets of CuxTaS2 for the range of compositions synthesized
are shown in Fig. 2. All samples are metallic from 300 to 2 K
and show a superconducting transition at low temperatures.
The resistivity for undoped TaS2 is also metallic over the
whole temperature range, as has been reported previously
!see, e.g., Ref. 21". All samples show poor metallic behavior,
with room-temperature resistivities in the range of
1–4 mW cm and residual resistivity ratios near 2. There is
no systematic trend in the absolute magnitudes of the mea-
sured resistivities, which we attribute to the effects of grain
boundaries and differing preferred orientations in the poly-
crystalline pellets. The samples show the presence of a su-
perconducting transition in the resistivity at temperatures be-

low 5 K; the inset of Fig. 2 shows the resistive transitions for
x=0.01, 0.04, and 0.08, indicating the increase and then de-
crease in Tc with Cu doping.

The magnitudes of the low-field dc magnetizations !Fig.
3" indicate the presence of bulk superconductivity in the
phase pure samples. The observed transition temperatures are
a systematic function of x: the Tc first increases to around 4.7
K for x=0.04 and then decreases until it is below 2 K for the
12% Cu-doped sample. It is interesting to note that as little
as 1% doping pushes the Tc of 2H-TaS2 up by about a factor
of 3—from less than 1 K to above 2.5 K, into a range of
temperature where it is easily observed.

The low-temperature specific-heat characterization of the
CuxTaS2 system is shown in Fig. 4. The data show clear
peaks at the superconducting transitions for different compo-
sitions, characteristic of bulk superconductivity. The Tc’s ob-
served in these measurements are consistent with those ob-
served in the susceptibility measurements of Fig. 3 and are
summarized in the upper inset. Further, the specific heats at
temperatures between Tc and 10 K are well described as a
sum of a T3 phonon contribution and the T-linear electronic
contribution, such that C /T=!+"T2. The " values are all

FIG. 1. !Color online" Variation of the crystallographic cell pa-
rameters with copper content in 2H-CuxTaS2. Standard deviations
on the cell parameters are smaller than the points.

Ω

Ω

FIG. 2. !Color online" Temperature dependent resistivity on
polycrystalline pellets of CuxTaS2. Inset: detail of superconducting
transitions in CuxTaS2 for x=0.01, 0.04, and 0.08.

FIG. 3. !Color online" Characterization of the superconducting
transitions through measurement of the temperature dependent dc
magnetizations in CuxTaS2.
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Figure 4. Real-space unit cells (top) and Brillouin zones (bottom) for the commensurate
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superlattices within a single sandwich layer of 1T-TaS2, 2H-TaSe2 and 1T-TiSe2, respectively. In the top row, the arrows indicate in-plane
displacements of the atoms from their original positions (arrow lengths are not to scale). For 1T-TaS2 and 2H-TaSe2 only the Ta atoms are
shown; there are inequivalent ‘a’, ‘b’ and ‘c’ Ta atomic sites in the distortion patterns. In the bottom row, the red arrows indicate the in-plane
wavevectors of the various CDWs and the gray contours illustrate the topology of the equi-energy contours near the Fermi energy for the
transition-metal d-derived states in the normal phase.

Figure 5. Experimentally determined energy gap sizes (open
symbols) versus CDW/PLD transition temperatures for 2H-TaSe2,
1T-TiSe2 and 1T-TaS2. For comparison, the prediction of
weak-coupling theory (solid line) and a heuristic criterion for the
applicability of the strong-coupling limit (dashed line) are also
indicated.

tunneling and optical spectroscopy as well as specific heat
and transport measurements to characterize the electronic
properties and the changes in the electronic spectrum. On
the theoretical side, density-functional theory within the local
density approximation (LDA) has provided quite accurate
results on the electronic structure near the Fermi level, at least
for the unreconstructed phases. Table 4 summarizes selected
experimental and theoretical results. From these, a number of
conclusions can be drawn.

(i) First of all, there is strong evidence for the occurrence of
a CDW/PLD transition in all three compounds because
in each case the presence of the three most important
signatures—a periodic lattice distortion and an energy
gap below a certain transition temperature and a Kohn
anomaly above that temperature—is consistent with the
experimental data.

(ii) For all three systems, the electron–phonon coupling is
strong, as can be concluded from several experimental
results. First, the amplitudes of the PLDs are large; for
the maximum displacement of the transition-metal atoms
relative to the lattice constant one finds umax/a = 1.5–
7%. Second, the depression of the phonon frequency
at the CDW/PLD wavevector due to the Kohn anomaly
appears to be significant: 1 − ωq0/ωqmax ≈ 0.2–0.7,
where ωqmax is the maximum phonon frequency in the
branch that shows the softening. And, third, although
there is some uncertainty about the precise values, the
average experimental energy gaps in the electronic spectra
are large, both with respect to the Fermi energy and
the transition temperature: ⟨2"(0)⟩/EF ≈ 0.15–0.5 and
⟨2"(0)⟩/kBT0 = 5.56 ± 1.20 ! 3.52 (see figure 5).
(The average experimental energy gaps ⟨2"(0)⟩ are 243±
113 meV (1T-TaS2), 88 ± 53 meV (2H-TaSe2) and 95 ±
25 meV (1T-TiSe2).) Large energy gapping is also
indicated by a significant reduction of the density of states
at the Fermi level: N(0)∗/N(0) < 0.5, where N(0)∗

denotes the low-temperature value derived from specific
heat measurements and N(0) comes from band structure
calculations performed for the undistorted phases. For the

10

300 K

CD
E

a*
CD
FE

$FE = 11.6° ∼ 13.1°$E ∼ 13.9°

b*

Mott	state

Ordering	vector	directions
Fermi	surface	nesting



The	electronic	structure	of	1T-TaS2 in	the	
low	temperature	commensurate state

Unit	cell	of	√13	×√13	
superlattice

B.Z.	of	1T-TaS2 (T>Tc0)

Rossnagel	et	al	(2011)

J. Phys.: Condens. Matter 23 (2011) 213001 Topical Review

Figure 4. Real-space unit cells (top) and Brillouin zones (bottom) for the commensurate
√

13 ×
√

13 (left), 3 × 3 (middle) and 2 × 2 (right)
superlattices within a single sandwich layer of 1T-TaS2, 2H-TaSe2 and 1T-TiSe2, respectively. In the top row, the arrows indicate in-plane
displacements of the atoms from their original positions (arrow lengths are not to scale). For 1T-TaS2 and 2H-TaSe2 only the Ta atoms are
shown; there are inequivalent ‘a’, ‘b’ and ‘c’ Ta atomic sites in the distortion patterns. In the bottom row, the red arrows indicate the in-plane
wavevectors of the various CDWs and the gray contours illustrate the topology of the equi-energy contours near the Fermi energy for the
transition-metal d-derived states in the normal phase.

Figure 5. Experimentally determined energy gap sizes (open
symbols) versus CDW/PLD transition temperatures for 2H-TaSe2,
1T-TiSe2 and 1T-TaS2. For comparison, the prediction of
weak-coupling theory (solid line) and a heuristic criterion for the
applicability of the strong-coupling limit (dashed line) are also
indicated.

tunneling and optical spectroscopy as well as specific heat
and transport measurements to characterize the electronic
properties and the changes in the electronic spectrum. On
the theoretical side, density-functional theory within the local
density approximation (LDA) has provided quite accurate
results on the electronic structure near the Fermi level, at least
for the unreconstructed phases. Table 4 summarizes selected
experimental and theoretical results. From these, a number of
conclusions can be drawn.

(i) First of all, there is strong evidence for the occurrence of
a CDW/PLD transition in all three compounds because
in each case the presence of the three most important
signatures—a periodic lattice distortion and an energy
gap below a certain transition temperature and a Kohn
anomaly above that temperature—is consistent with the
experimental data.

(ii) For all three systems, the electron–phonon coupling is
strong, as can be concluded from several experimental
results. First, the amplitudes of the PLDs are large; for
the maximum displacement of the transition-metal atoms
relative to the lattice constant one finds umax/a = 1.5–
7%. Second, the depression of the phonon frequency
at the CDW/PLD wavevector due to the Kohn anomaly
appears to be significant: 1 − ωq0/ωqmax ≈ 0.2–0.7,
where ωqmax is the maximum phonon frequency in the
branch that shows the softening. And, third, although
there is some uncertainty about the precise values, the
average experimental energy gaps in the electronic spectra
are large, both with respect to the Fermi energy and
the transition temperature: ⟨2"(0)⟩/EF ≈ 0.15–0.5 and
⟨2"(0)⟩/kBT0 = 5.56 ± 1.20 ! 3.52 (see figure 5).
(The average experimental energy gaps ⟨2"(0)⟩ are 243±
113 meV (1T-TaS2), 88 ± 53 meV (2H-TaSe2) and 95 ±
25 meV (1T-TiSe2).) Large energy gapping is also
indicated by a significant reduction of the density of states
at the Fermi level: N(0)∗/N(0) < 0.5, where N(0)∗

denotes the low-temperature value derived from specific
heat measurements and N(0) comes from band structure
calculations performed for the undistorted phases. For the

10

+	Spin-orbit	c.+	C	CDW
(√13	×√13)		

1T-TaS2 (T>Tc0)

J. Phys.: Condens. Matter 23 (2011) 213001 Topical Review

Figure 8. Evolution of the band structure of 1T-TaS2 from the unreconstructed to the
√

13 ×
√

13 reconstructed phase. (a) Unreconstructed
band structure. (b) Unreconstructed band structure plus umklapp bands generated by translation through the reciprocal lattice vectors of the
reconstructed Brillouin zone. (c) Reconstructed band structure with inclusion of the bond strengthenings within the distortion pattern (for the
observed Ta atom displacement of 0.07a). In (c) and (d) the symbol size is proportional to the spectral weight carried by the states.
(d) Density of states in the unreconstructed (thick solid line) and reconstructed (filled gray curve) case. The red arrows mark pronounced gaps
in the spectral weight distribution and density-of-states curve.

Figure 9. Evolution of the band structure of 2H-TaSe2 from the unreconstructed to the 3 × 3 reconstructed phase. (a) Unreconstructed band
structure. (b) Unreconstructed band structure plus umklapp bands generated by translation through the reciprocal lattice vectors of the
reconstructed Brillouin zone. (c) Reconstructed band structure with inclusion of the bond strengthenings within the distortion pattern (for the
observed Ta atom displacement of 0.015a). In (c) and (d) the symbol size is proportional to the spectral weight carried by the states.
(d) Density of states in the unreconstructed (thick solid line) and reconstructed (filled gray curve) case. The red arrows mark pronounced gaps
in the spectral weight distribution and density-of-states curve.

Figure 10. Evolution of the band structure of 1T-TiSe2 from the unreconstructed to the 2 × 2 reconstructed phase. (a) Unreconstructed band
structure. ((b)–(d)) Reconstructed band structure with inclusion of the bond strengthenings within the lattice distortion pattern: (b) zero
distortion amplitude, (c) the observed distortion amplitude (corresponding to a Ti atom displacement of 0.024a) and (d) twice the observed
distortion amplitude. In (b)–(d) the symbol size is proportional to the spectral weight carried by the states. The red arrows highlight the
opening of the Se 4p–Ti 3d bandgap.

are weakened. Since the bond-length changes are known from
experiment, there remain no further disposable parameters in
the model. To keep the analysis as simple as possible, we
ignore any slight non-radial atomic movements [62] in the

formation of the lattice distortion patterns and, for 1T-TiSe2,
we neglect the reconstruction in the z direction.

The third step is to calculate the distribution of spectral
weight over the reconstructed band structure. To this end, we
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M  and K ). The latter feature may be understood as the projection of 
the original, nesting-induced gap of the high-temperature incom-
mensurate CDW phase into the low-temperature commensurate 
p R( 13 13) 13.9  phase15 (as indicated by the nesting vector in 
Fig. 2a).

Second, there is the conspicuous p(2 2 2) CDW phase  
(Fig. 2c) of pristine 1T-TiSe2, appearing below 200 K25, whose 
microscopic origin has remained elusive for more than three  
decades. On the one hand, quantitative microscopic explanations26 
are difficult and deviate too much from experiment12–14. On the 
other hand, qualitative explanations in terms of an electron-lattice 
instability (variously called Peierls instability, band-type/indirect 
Jahn-Teller effect or antiferroelectric transition)12,25,27–29, a purely 
electronic phenomenon (an excitonic insulator instability)14,20,30, 
or a combination of the two scenarios13,31 are ambiguous as they 
all seem consistent with subsets of the extensive body of experimen-
tal and theoretical results. All proposed models explicitly involve 
the interaction between the Se 4p valence band maximum at  and 
the conduction band minimum at M , the band extrema that are 
‘nested’ by the wavevector of the CDW and mapped onto each other 
in the CDW phase (Fig. 2c). The spectral weight distribution in  
Fig. 2d shows that the ensuing direct band repulsion results in a 
gap of about 100 meV between the lowest-lying Ti 3d states and the 
strikingly intense Se 4p states folded to the original M  point. The 
controversy about the CDW mechanism is ultimately about the 
nature of this p–d interaction, about whether it is predominantly 
phononic or excitonic.

The third peculiar CDW phase occurs in intercalation complexes 
of 1T-TaS2 (ref. 32), in particular upon in situ Rb intercalation of 
pristine 1T-TaS2 (Rb:1T-TaS2) at room temperature33,34. The phase 
is characterized by a non-hexagonal c(2 3 4) .rect  CDW superlat-
tice (Fig. 2e) and, in the measured spectral weight distribution, by 
a surprisingly large energy gap of about 400 meV in the Ta 5d states 
at EF around the  point (Fig. 2f). However, the nature of this gap is 
presently unclear: while the intercalation-induced change of CDW 

symmetry clearly points to a Peierls gap, the magnitude and weak 
momentum dependence of the gap, the absence of Fermi surface 
nesting (Fig. 2e), and the lack of substructure in the band dispersion 
rather suggest the gap to be of the Mott type33,34.

In summary, the three selected CDW phases confront us with 
three intriguing variations of the possible interplay of electron– 
phonon and electron–electron (electron–hole) interactions in the 
formation of a gapped ground state, in each case raising the inter-
twined questions about the nature of this ground state and the origin 
of the transition. In addition, the selection of materials allows for a 
systematic exploration of these questions because after all the unre-
constructed systems exhibit the same basic structure and, despite 
their distinct band structures, a similar density of states near EF

15. 
For pristine 1T-TaS2 the question seems indeed settled: the material 
is a Peierls-Mott insulator, in which the Peierls instability provides 
a sufficient condition for the Mott transition to occur. But for the 
other two systems the situation is unclear and the general classifica-
tion problem reduces to the two specific questions: Is Rb:1T-TaS2 a 
Mott or a Peierls insulator and is 1T-TiSe2 a Peierls or an excitonic 
insulator?

Time-resolved ARPES. We now set out to answer these questions 
by time-resolved pump-probe ARPES16–19,35,36 using a high- 
harmonic-generation source37,38. The central idea is that the time-
scale on which electronic order in momentum space melts should 
provide a strong hint as to its predominant nature or origin. To  
verify this idea, we will establish a hierarchy of melting times for dif-
ferent types of spectral features in the three systems that shall allow 
us to identify the dominant interaction behind the gapped phases of 
Rb:1T-TaS2 and 1T-TiSe2, if we use the characteristic momentum-
dependent spectral response of 1T-TaS2

16–18,39,40 as a reference. 
Specifically, we will compare and contrast the dynamics of the Ta 5d 
gap at  in Rb:1T-TaS2 (Fig. 2f) and the folded Se 4p spectral weight 
at M  in 1T-TiSe2 (Fig. 2d) with the dynamics of the Mott gap at  
and the Peierls gap near M  in pristine 1T-TaS2 (Fig. 2b).
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Figure 2 | Static momentum-space view of three charge-density-wave phases in layered transition-metal dichalcogenides. Reconstructed (green 
lines) and original (black lines) projected Brillouin zones (top row) and measured band dispersions along the M K  high-symmetry path (bottom 
row) for (a,b) the p R( 13 13) 13.9  phase of 1T-TaS2 (c,d) the p(2×2×2) phase of 1T-TiSe2 and (e,f) the c(2 3 4) .rect  phase of Rb:1T-TaS2. In (a,c,e), 
unreconstructed schematic Fermi surfaces (circle and ellipses), wavevectors of the CDW (arrows) and high-symmetry points of the original Brillouin 
zones (dots) are indicated. For illustrative purposes, unreconstructed 1T-TiSe2 is assumed to be semimetallic. In (b,d,f), temperatures and photon 
energies of the ARPES measurements are indicated. Photoemission intensity is represented in a false-colour scale. The arrows mark characteristic  
energy gaps in the spectra.
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Abstract. The reorientation process in a magnetic field in two-dimensional isotropic and XY 
quantum Heisenberg antiferromagnets is shown to occur through the intermediate phase 
with unbroken continuous symmetry and constant magnetization equal to one third of the 
saturation value. The same reorientation process is also found in the more complicated 
classical models. 

1. Introduction 

In the last few years there has been renewed interest in the study of the possibility for 
the disordered ground state to occur in S = 1/2 two dimensional (ZD) antiferromagnets 
onatriangular lattice ( A F M T ) ~ ~ ~  tostrongzero-pointvibrations[ 1-31, Strictlyspeaking, 
the exact answer whether this is possible or not is not yet known. but most investigators 
now believe that long-range order, though strongly suppressed by fluctuations, does 
exist in AFMT even for sufficiently small values of the site spin [4,5]. 

Inthispaperwealsostudym AFMTbut wecarry outourinvestigationsinthepresence 
of an external magnetic field. Interest in this problem stems from the fact that at T = 0 
switching on the magnetic field does not change the degree of continuous degeneracy in 
the classical Heisenberg model [6]. To see how this happens let us consider first the 
situation in three dimensions (3D) (i.e. in the so-called antiferromagnet on a stacked 
triangular lattice). Here the spin arrangement in the presence of the field is well estab- 
lished: it is of the 'umbrella' type and the order parameter space is reduced from SO(3) 
in the zero-field case to SO(2)  X Z 2  for H + 0 (SO(2)  corresponds to a rotational 
symmetry around the magnetic-field axis and Z 2  distinguishes left- and right-twisted 
120" helicoids formed by the components perpendicular to the field). Due to the non- 
collinearity of the spin structure the excitation spectra contains three low-energy modes 
[7]: a Goldstone mode with w1 - I k I associated with the breakingof S 0 ( 2 ) ,  a mode with 
w2(k = 0) = ZpH, representing the precession of the total magnetic moment around the 
field direction, and the third mode with energy w 3  = q2pH,  where q = (xl - X I I ) / X I I  is 
the anisotropy of susceptibilities. In the classical limit (S- w) ?J can beexpressed in 
terms of the microscopic parameters as follows [SI: 

where J and J" are in-plane and interplane exchange integrals. One can immediately 
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Figure 1. Reorientation process in the magnetic 
held in ZD Heisenberg AN on a triangular lattice. 
Zero-point fluctuations stabilize the collinear 
phase in [he finite region H ,  < H C Hi in [he 
vicinity of H,J3. He H,.,/3 H =  H,., A H,,t/3r He HM 

see that in the purely ?D case ( J "  = 0), q = 0, that is, in addition to the Goldstone 
mode associated with the SO(2) breaking there exists an 'accidental' gapless branch of 
excitations. This is of course a reflection of the fact that the Heisenberg interaction for 
the triad of classical spins can be expressed only in terms of magnetization vector 
S, . S, + S2 . S, + S3 . S,  = t M 2  - constant 
without drawing any of the antiferromagnetic vectors. According to simple calculations, 
w3 remains gapless in all fields up to the saturation value (Usmt = IUS). Moreover, in 
non-zero fields this mode turns out to be quadratic in k (the state of a triad of classical 
'unit vectors is specified to an accuracy of the rotation around the field axis by three 
equations for five angles). As a result, many exotic configurations have classically the 
same ground state energy as the umbrella-like one and, hence, the type of reorientation 
at T = 0 in a real quantum Heisenberg model must be selected by quantum fluctuations. 

The same is also true for easy-plane systems, and the XY model serves here as a good 
example [9-121. The order parameter space must normalIy be reduced from SO(2) x Zz 
in the zero-field case to Z ,  x Z3 in the presence of a magnetic field 191. However, for 
classicalspins the G'oldstone mode, associated with SO(2) breakingin a zero field, does 
not acquire a gap in all fields up to the saturation value (again, the ground state of a triad 
oftwo-component unitvectorsiscompletelyspecifiedby twoequationsforthreeangles). 
One way to lift the 'accidental' degeneracy in the XYmodel was proposed in [9.12]. It 
was shown that at non-zero temperature the 'lacking at T = 0' condition for the angles 
arises thus fixing the mode of reorientation. For T+ 0 it ocCurS in conformity with figure 
1 and is accompanied by a phase transition at H = H,,/3 when the spins of the two 
sublattices align parallel to each other. Moreover, numerical experiments [9] indicate 
that at non-zero temperatures the collinear phase survives in the finite range of magnetic 
fields. This is very natural since in spite of the fact that the order parameter space is the 
same (Z, x Z3) in low and high-field phases, it is easy to determine the parameter 
distinguishing between them. This is a chirality vector 31, which for each elementary 
spin triangle is a measure of proximity to a 120" structure: 

M = S ,  + S 2 + S 3  

X = (2/3fi)(St X S2 + S 2  x S3 + S, x S,). (2) 

Evidently, 31 = 0 in the high-field phase when the spins of two sublattices are parallel. 
Less information is known about the isotropic system, where the degeneracy of the 

ground state is much stronger. Kawamura and Miyashita proposed [6] that at T # 0 the 
process of reorientation for classical spins occurs in the same way as in the XY system, 
that is, firstly, in the presence of the field all the spins remain in the same plane and, 
secondly, the reorientation occurs via the intermediate collinear phase with unbroken 
continuous symmetry. Numerical calculations [6] seem to confirm this scheme. 

The aim of the present paper is firstly to show that quantum fluctuations also remove 
the 'accidental' degeneracy both in Heisenberg andXYmodels and select the same type 
of reorientation as do  the temperature fluctuations. The isotropic Heisenberg model 

Quanfum theory of an antiferromagnet in a magnetic field I1 

Figure 4. The same as figure 2 but for the XY 
model. The broken lines denote the branches 
which would be gapless in the classical treatment. 

FigureS. The fielddependenceofthe longitudinal 
and transverse magnetizations in ZD classical Hei- 
wnberg AFM with easy-axis anisotropy on the tri- 
angular lattice (see equations (27) and (28)). 

The field dependencies given by equation (20) are similar to those presented in figure 2. 
(iii) The longitudinal magnetization is evidently constant and equal to 2pS/3 within 

the collinear phase. Outside this region it behaves as follows: 

Sh [ 1 + lm + + 2) 0 c: h < h 

Note, that complementary to the analysis of quantum effects the engaging of the 
however small easy-plane anisotropy immediately changes the dependence of AFMR 
frequencies on [ E l :  at extremely low fields w3 becomes proportional to 1 BI'/'h3P instead 
of IBlh3/lZ as in equation (20). 

The other way to lift a degeneracy is to engage the single-ion anisotropy of easy-axis 
type 

MI,  2p 7 1 + (IB1/2)(h2 - 5 )  h2 < h < hsat (21) 
h > A,, 

6X = -D (ST)* D > 0. (22) 
I 

This term breaks the 120" structure in a zero field and normally must produce a spin-Aop 
field H, - (DJ)'/', that is, the reorientation starts from a planar configuration and then 
there would be a transition into the umbrella-like structure [20]. The peculiarity of the 
ZD case, already mentioned in the introduction, is that since q reduces to zero, the 
calculated value of this field formally tends to infinity (see equation ( 3 ) )  and as a result 
the antiferromagnetic (planar) phase with the spin arrangement as in figure 1 survives 
in all fields up to the saturation value (191. The different nature of the transitions when 
approaching the collinear configuration from above and from below (though in both 
cases the order parameter space is isomorphic to SO(2) x Z , )  is again apparent in a 
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Long-Range Néel Order in the Triangular Heisenberg Model
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We have studied the Heisenberg model on the triangular lattice using quantum Monte Carlo
techniques (up to 144 sites) and exact diagonalization (up to 36 sites). By studying the spin gap
as a function of the system size we have obtained robust evidence for a gapless spectrum, confirming
the existence of long-range Néel order. Our best estimate is that in the thermodynamic limit the order
parameter my ≠ 0.41 6 0.02 is reduced by about 59% from its classical value and the ground state
energy per site is e

0

≠ 20.5458 6 0.0001 in units of the exchange coupling. We have identified the
ground state correlations that are important at short distances. [S0031-9007(99)09099-7]

PACS numbers: 75.10.Jm, 75.40.Mg, 75.30.Ds

Historically the antiferromagnetic spin-1y2 Heisenberg
model on the triangular lattice was the first proposed
Hamiltonian for a microscopic realization of a spin liquid
ground state (GS) [1]:

ˆH ≠ J
X
ki,jl

ˆSi ? ˆSj , (1)

where J is the nearest-neighbor antiferromagnetic ex-
change and the summations are over spin-1y2 operators.
At the classical level the minimum energy configuration
is the well known 120

± Néel state. The question whether
the combined effect of frustration and quantum fluctua-
tions favors disordered gapped resonating valence bonds
(RVB) or long-range Néel type order is still under de-
bate. In fact, there has been a considerable effort to elu-
cidate the nature of the GS, and the results of numerical
[2–11] and analytical [12–16] works are controversial. In
particular, the wide extension of exotic proposed GS like
spin-nematic [17], chiral [18], and spin liquid of the
Kalmayer-Laughlin type [2,9] gives an indication that the
problem has not been theoretically resolved yet. From
the numerical point of view, exact diagonalization (ED),
which is limited to small lattice sizes, provides a very
important feature [6]: the spectra of the lowest energy
levels order with increasing total spin, a reminiscence of
the Lieb-Mattis theorem [19] for bipartite lattices, and
are consistent with the symmetry of the classical order
parameter [6]. However, other attempts to perform a finite
size scaling study of the order parameter indicate a scenario
close to a critical one or no magnetic order at all [3,8].
The variational quantum Monte Carlo (VMC) allows

one to extend the numerical calculations to fairly large
system sizes, at the price to make some approximations,
which are determined by the quality of the variational
wave function (WF). Many WF have been proposed
in the literature [2,4,10] and the lowest GS energy
estimation was obtained with the long-range ordered type.
In particular, starting from the classical Néel state, Huse
and Elser [4] introduced important two and three spin
correlation factors in the WF,

jc
V

l ≠
X

x
Vsxd exp

µ
g

2

X
i,j

ysi 2 jdSz
i Sz

j

∂
jxl , (2)

where jxl is an Ising spin configuration specified by
assigning the value of Sz

i for each site and

Vsxd ≠ T sxd exp
"

i
2p

3

√X
i[B

Sz
i 2

X
i[C

Sz
i

!#
(3)

represents the three sublattices (say A, B, and C) classical
Néel state in the xy plane multiplied by the three
spin term

T sxd ≠ exp

0
B@ib

X
ki,j,kl

gijkSz
i Sz

j Sz
k

1
CA

, (4)

defined by the coefficients gijk ≠ 0, 61, appropriately
chosen to preserve the symmetries of the classical Néel
state, and by an overall factor b as discussed in Ref. [4].
Since the Hamiltonian is real and commutes with the z
component of the total spin, ˆSz

tot

, a better variational WF
on a finite size is obtained by taking the real part of
Eq. (2) projected onto the Sz

tot

≠ 0 subspace.
For the two-body Jastrow potential ysrd it is also

possible to work out an explicit Fourier transform
yq, based on the consistency with linear spin wave
(SW) results and a careful treatment of the singular
modes coming from the SUs2d symmetry break-
ing assumption [20,21]. This analysis gives yq ≠
1 2

p
1 1 2gqy1 2 gq for q fi 0 and 0 otherwise,

where gq ≠
£
cossqxd 1 2 cossqxy2d coss

p
3 qyy2d

§
y3

and the q momenta are the ones allowed in a finite size
with N sites. For a better control of the finite size effects
we have chosen to work with clusters having all the
spatial symmetries of the infinite system [6].
In the square antiferromagnet (AF) the classical part

by itself determines exactly the phases (signs) of the GS
in the chosen basis, the so-called Marshall sign. For
the triangular case the exact phases are unknown and
the classical part is not enough to fix them correctly.
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FIG. 2. Muon spin relaxation rate in TaS2 measured in a
longitudinal applied field of 10 mT.

antiferromagnet [2].

MAGNETIC SUSCEPTIBILITY

Magnetization data was measured on 1T-TaS2 crys-
tals between 1.9 and 300 K in magnetic fields up to 50
kOe with a Quantum Design MPMS-XL-5 SQUID mag-
netometer. The raw data were corrected for the sample
holder contribution and for the temperature-independent
Larmor diamagnetism, as calculated using empirical Pas-
cal’s constants [3]. The temperature dependence of the
uniform susceptibility ‰(T ) is shown in Fig. 3. A tran-
sition between the incommensurate and commensurate
CDW states at TNC≠C = 180 K (in measurement taken
on cooling) is seen as a sudden reduction of the already
very small susceptibility ‰NC≠CDW ¥ 4.6◊10≠5 emu/mol
in the high-temperature nearly commensurate NC-CDW
state to ‰CDW ¥ 2.5 ◊ 10≠5 emu/mol in the low-
temperature commensurate CDW state. The transition
shows a pronounced thermal hysteresis with a width
of about 20 K. In the low-temperature commensurate
CDW state, ‰CDW seems to be temperature independent,
with an addition of the weak low-temperature Curie-like
tail. Fitting of ‰CDW to phenomenological expression
‰CDW = ‰0 + C/T yields the temperature-independent
susceptibility ‰0 = 2.8(1) ◊ 10≠5 and the Curie constant
C = 2.3(1) ◊ 10≠4 emu/mol K. The later corresponds to
the minute concentration of 0.06 % of localized centers,
which were in Ref. [4] attributed to interstitial defects
(intercalated Ta atoms). Both, the Curie-like tail and the
temperature independent and extremely small ‰0 seem
to be a reproducible feature of this system and thus an
intrinsic property of the commensurate CDW state of
1T-TaS2.

If we want to estimate the e�ective exchange coupling

FIG. 3. Temperature dependence of magnetic susceptibil-
ity ‰ measured on a TaS2 single crystal. The data has
been corrected for the contributions of sample holder and for
temperature-independent Larmor diamagnetism.

J , one could get some boundaries for its value from ‰(T ).
In the gapless case one would presume the T æ 0 value
‰ ≥ –µ2

Bg2/(Nv0J) where Nv0 is the unit-cell volume
(N = 13) in the C-CDW phase. – is the dimensionless
constant, which is, e.g., in one-dimensional Heisenberg
model – = 1/fi2, while a study of a Hubbard model on
a triangular lattice yields – ≥ 0.25 [5] at lowest reach-
able temperature. Taking into account small paramag-
netic spin contribution ‰̃ ≥ 20 · 10≠6 emu/mol we would
obtain J > 0.13 eV. We stress that this is quite a reason-
able range for the exchange coupling constant in 1T-TaS2
since it is below the charge gap, i.e. J < �c ≥ 0.3 eV, but
still substantial due to the vicinity of the Mott transition.

NUCLEAR QUADRUPOLE RESONANCE

The 181Ta nuclear quadrupole resonance (NQR) ex-
periments were performed in the continuous-flow cryo-
stat allowing to reach temperatures down to 4.2 K using
the home-built nuclear magnetic resonance (NMR) spec-
trometer. The sample was prepared from many foil-like
single crystals carefully deposited into the cylindrically
shaped teflon container of the outer diameter 6 mm, tak-
ing great care that the individual foils were not pressed
in any way. This was an important step in the sam-
ple preparation intended to avoid the introduction of
any sample deformation that might a�ect the stacking
of TaS2 layers. Such packing of the sample implied a rel-
atively small filling factor of the NQR copper coil wound
around the teflon container. Besides, a huge spread of the
181Ta NQR spectral intensity over more than 150 MHz [6]
means that only a very weak signal is expected at each
selected frequency. Both facts forced us to do a huge
amount of signal averaging (up to 30000-times at higher

Anomalous	magnetic	susceptibility	

μSR shows	no	magnetic	order	down	to	70mK	

NQR	fequencies,	by	site	in	a	polaron	cluster NQR	Spin	relaxation	is	gapless!
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A high-temperature quantum spin liquid with
polaron spins
Martin Klanjšek1, Andrej Zorko1, Rok Žitko1, Jernej Mravlje1, Zvonko Jagličić2,3,
Pabitra Kumar Biswas4, Peter Prelovšek1,5, Dragan Mihailovic1,5 and Denis Arčon1,5*
The existence of a quantum spin liquid (QSL) in which quantum fluctuations of spins are su�ciently strong to preclude
spin ordering down to zero temperature was originally proposed theoretically more than 40 years ago, but its experimental
realization turned out to be very elusive. Here we report on an almost ideal spin liquid state that appears to be realized by
atomic-cluster spins on the triangular lattice of a charge-density wave state of 1T-TaS2. In this system, the charge excitations
have a well-defined gap of ⇠0.3 eV, while nuclear quadrupole resonance and muon-spin-relaxation experiments reveal that
the spins show gapless QSL dynamics and no long-range magnetic order at least down to 70mK. Canonical T2 power-law
temperature dependence of the spin relaxation dynamics characteristic of a QSL is observed from 200K to Tf =55K. Below
this temperature, we observe a new gapless state with reduced density of spin excitations and high degree of local disorder
signifying new quantum spin order emerging from the QSL.

Aresonating valence bond state1 as a new kind of insulator
was proposed to be the ground state of the triangular-lattice
S=1/2 Heisenberg antiferromagnet instead of a more

conventional Néel state to account for the unusual magnetic
properties of a perfect triangular atomic lattice of Ta atoms in the
layered transition metal dichalcogenide 1T-TaS2. Since then, the list
of materials with triangular lattice and with properties indicating
the existence of a quantum spin liquid (QSL), that is, a state without
spontaneously broken triangular-lattice symmetry and whose
behaviour is dominated by emergent fractional excitations2, is still
remarkably short: it includes YbMgGaO4 (refs 3,4) and the organic
molecular solids -(ET)2Cu2(CN)3 and EtMe3Sb[Pd(dmit)2]2
(refs 5,6). However, the latter organic molecular solids do not form
a perfect triangular lattice, implying that they are not ideal model
systems. A promising recent example, YbMgGaO4 has a perfect
triangular lattice, but the presence of strong spin–orbit coupling
makes the nearest-neighbour magnetic interactions anisotropic,
again making the system far from an ideal realization of the original
idea. Compared with these compounds, layered dichalcogenides
have perfect triangular-lattice geometry and a weaker spin–orbit
coupling7, o�ering a possibility for obtaining a unique insight
into the competition between antagonistic QSL and Néel states8,9;
however, so far no signatures of QSL behaviour have been observed
with spins on atomic lattice sites.

1T-TaS2 is a remarkably versatile model system for studying a
variety of unusual physical phenomena7,10–12, and is at the same
time an experimentally amenable testing ground for new theoret-
ical concepts in correlated electron systems. Its low-temperature
state is particularly interesting because it supports a commensurate
arrangement of polarons on a triangular lattice. At high temper-
atures, the material is a metal that first undergoes a transition to
an incommensurate charge-density wave (IC-CDW) state due to a
Fermi surface instability at 545K. To minimize the strain arising
from the IC-CDW and the underlying lattice, this state transforms

to a nearly commensurate (NC) state and eventually becomes com-
mensurate (C-CDW) below TNC-C = 180K on cooling. In this low-
temperature phase, the Ta atoms are grouped into 13-atom clusters
forming a Star-of-David arrangement with large in-plane Ta-atom
displacements towards the central Ta atom (Fig. 1a). While the
lattice deformation is stabilized by 12 Ta-cluster electrons and the
opening of the CDW gap, the 13th electron occupies the only
remaining electron band crossing the Fermi level. Only this half-
filled narrow band plays a role at low temperatures as the other
6 bands are pushed far below the Fermi level and are completely
filled by the 12 electrons13. Experimentally, 1T-TaS2 is insulating in
the C-CDW phase7. This remarkable behaviour does not allow an
interpretation of the insulating state in terms of the conventional
band theory. To resolve this puzzle, the Mott–Hubbard mechanism
has been invoked14, according to which one electron is localized
on each Ta-atom cluster due to electron correlation e�ects giving
rise to a Mott insulating state with S= 1/2 spins, approximately
1 nm apart, arranged on an ideal triangular-based lattice (Fig. 1a). In
this state, charge excitations exhibit a large charge gap �c ⇠0.3eV
(refs 13,15–18), while transport anisotropy measurements show
that the system remains essentially two-dimensional (2D) (ref. 19).
Given that we have an apparently ideal realization of S=1/2 spins
arranged on a perfect triangular lattice, the question that arises is:
what is the spin state of 1T-TaS2? If the material is a band insulator,
a large gap should be observed also in the spin excitation spectrum.
On the other hand, theoretically, within the 2D Heisenberg model
of localized spins on nearest-neighbour sites of the triangular lattice,
such a spin lattice is known to bemagnetically orderedwith coplanar
spins oriented at 120 degrees with respect to one another8,9. Alter-
natively, it may form a new and unusual state of matter, perhaps
the elusive QSL, as originally proposed by Anderson1, if the spin
interactions go beyond the Heisenberg model20,21.

Here we present the first muon-spin-relaxation (µ+SR) mea-
surements on polycrystalline 1T-TaS2 (for sample preparation and
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1T-TaS2 is unique among transition metal dichalcogenides in that
it is understood to be a correlation-driven insulator, where the
unpaired electron in a 13-site cluster experiences enough correla-
tion to form a Mott insulator. We argue, based on existing data,
that this well-known material should be considered as a quantum
spin liquid, either a fully gapped Z2 spin liquid or a Dirac spin liq-
uid. We discuss the exotic states that emerge upon doping and
propose further experimental probes.

spin liquid | Mott insulator | transition metal dichalcogenide

The transition metal dichalcogenide (TMD) is an old subject
that has enjoyed a revival recently due to the interests in its

topological properties and unusual superconductivity. The layer
structure is easy to cleave or intercalate and can exist in single-
layer form (1, 2). This material was studied intensively in the
1970s and 1980s and was considered the prototypical example
of a charge density wave (CDW) system (3). Due to imperfect
nesting in two dimensions, in most of these materials, the onset
of CDW gaps out only part of the Fermi surface, leaving behind a
metallic state that often becomes superconducting. Conventional
band theory and electron–phonon coupling appear to account
for the qualitative behavior (3). There is, however, one notable
exception, namely 1T-TaS2. The Ta forms a triangular lattice,
sandwiched between two triangular layers of S, forming an ABC-
type stacking. As a result, the Ta is surrounded by S, forming
an approximate octahedron. In contrast, the 2H-TaS2 forms an
ABA-type stacking, and the Ta is surrounded by S, forming a
trigonal prism. In a single layer, inversion symmetry is broken in
2H structure. The system is a good metal below the CDW onset
around 90 K, and, eventually, the spin–orbit coupling gives rise
to a special kind of superconductivity called Ising superconduc-
tivity (4–6). In 1T-TaS2, inversion symmetry is preserved. The
system undergoes a CDW transition at about 350 K with a jump
in the resistivity. It is known that this transition is driven by an
incommensurate triple-Q CDW (ICDW). A similar transition
is seen in 1T-TaSe2 at 470 K. However, whereas TaSe2 stays
metallic below this transition, 1T-TaS2 exhibits a further resis-
tivity jump around 200 K that is hysteretic, indicative of the first-
order nature of this transition. These transitions are also visible
in the spin susceptibility data shown in Fig. 2. In early samples,
the resistivity rises only by about a factor of 10 as the temperature
is lowered from 200 K to 2 K and, below that, obeys Mott hop-
ping law (log resistivity goes as T�1/3) (7). More recent samples
show better insulating behavior, and it is generally agreed that
the ground state is insulating. The 200 K transition is accom-
panied by a lock-in to a commensurate CDW (CCDW), form-
ing a

p
13 ⇥

p
13 structure. As shown in Fig. 1, this structure

is described as clusters of stars of David where the sites of the
stars move inward toward the site in the middle. The stars of
David are packed in such a way that they form a triangular lat-
tice. Thus, the unit cell is enlarged to have 13 Ta sites. The for-
mal valence of Ta is 4+, and each Ta site has a single 5d elec-
tron. We have an odd number of electrons per unit cell. (We first
restrict ourselves to a single layer. Interlayer effects will be
discussed later in this section.) According to band theory, the
ground state must be metallic. The only option for an insulat-
ing ground state in the pure material is a correlation driven

Mott insulator. This fact was pointed out by Fazekas and Tosatti
(8) in 1976. Band calculations show that band folding creates a
cluster of bands near the Fermi surface. Rossnagel and Smith
(9) found that, due to spin–orbit interaction, a very narrow band
is split off, which crosses the Fermi level with a 0.1- to 0.2-eV
gap to the other subbands. The narrow bandwidth means that
a weak residual repulsion is sufficient to form a Mott insulator,
thus supporting the proposal of Fazekas and Tosatti, and dis-
tinguishes 1T-TaS2 from other TMD. Apparently, the formation
of the commensurate clusters is essential for the strong correla-
tion behavior in these 4d and 5d systems. Currently, the assign-
ment of cluster Mott insulator to the undoped 1T-TaS2 ground
state is widely accepted. A band about 0.2 eV below the Fermi
energy has been interpreted as the lower Hubbard band in angle-
resolved photo-emission spectroscopy (ARPES) (10, 11), and the
electronic-driven nature of the 200 K transition has been con-
firmed by time-dependent ARPES on the basis of the fast relax-
ation time of the spectra (12).

Surprisingly, with a few exceptions, the issue of magnetism
associated with the Mott insulator has not been discussed in the
literature. In the standard picture of a Mott insulator, the spins
form local moments, which then form an antiferromagnetic (AF)
ground state due to exchange coupling. No such AF ordering has
been reported in 1T-TaS2. There is not even any sign of the local
moment formation, which usually appears as a rise in the spin
susceptibility with decreasing temperature, following a Curie
Weiss law. As seen in Fig. 2, the magnetic susceptibility drops
at the CDW transitions, but remains almost flat below 200 K (3).
(The small rise below 50 K can be attributed to 5⇥ 10�4 impu-
rity spin per Ta.) This serious discrepancy from the Mott pic-
ture did not escape the attention of Fazekas and Tosatti (8); they
attempted to explain this by arguing that the g factor is very small
due to spin–orbit coupling. However, their argument depends
sensitively on the assumption of a cubic environment for the Ta
atoms, which is now known not to be true. In fact, Rossnagel and
Smith (9) claim that a single band crosses the Fermi level that is
mainly made up of xy and x

2 � y

2 orbitals. This picture suggests

Significance

In solids with an odd number of electrons per unit cell, band
theory requires that they are metals, but strong interaction
can turn them into insulators, called Mott insulators. In this
case, the electrons form local moments that, in turn, form an
antiferromagnetic ground state. In 1973, P. W. Anderson pro-
posed that, in certain cases, quantum fluctuations may pre-
vent magnetic order and result in a paramagnetic ground state
called a quantum spin liquid. After many years of searching, a
few examples have been discovered in the past several years.
We point out that a well-studied material, TaS2, may be a spin
liquid candidate. We propose further experiments that probe
the exotic properties of this new state of matter.
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Fig. 3. Schematic phase diagram of the low-temperature state in the pres-
sure P and the doping concentration (x per Ta) plane. Red dashed line marks
a first-order phase transition separating a CCDW and an ICDW. The solid red
line marks the undoped spin liquid state formed out of the cluster Mott
insulator, the cluster being the star of David shown in Fig. 1. The solid black
line separates the ICDW phase and a normal metal phase. The ICDW phase
is a Fermi liquid (FL) metal satisfying the Luttinger volume of approximately
1/13 + x of the original Brillouin zone volume. Dotted black line marks
the onset of Anderson localization due to dopant disorder and is highly
schematic. The yellow region denotes superconducting ground state with
T

c

of ⇠ 3 K to 5 K.

It is worth noting that 1% Fe doping is actually a rather large
doping in our effective Hubbard model of clusters, because it
corresponds to 13% doping per cluster. Thus, it is not surpris-
ing that the state looks like a conventional Fermi liquid, with a
small and round Fermi surface near the � point that presumably
obeys the Luttinger volume (11). (Strictly speaking, there is no
Luttinger theorem for an incommensurate state, but we can use
the nearby commensurate approximate of

p
13 ⇥

p
13 state to

estimate the Fermi surface volume.) The observed superconduc-
tivity seems to grow out of this state and extend beyond a pres-
sure where the ICDW is destroyed. Thus, we think this super-
conductivity may be quite conventional. From the point of view
of seeking exotic physics, the most interesting region is the small
lower left corner in Fig. 3 where the CCDW order is present.
Unfortunately, we are not aware of doping data below 1% carrier
per Ta. This region of low dopant density is prone to Anderson
localization. Thus, doping by substitution in the plane is likely to
create too much disorder. It will be good to attempt doping by
intercalation or, even better, by gate in a thin sample. (Focusing
on monolayer or trilayer will also help us get around the issue
of interlayer coupling.) Indeed, limited data in the very lightly
doping range showing metallic-like behavior have been reported
by gate doping (39). Here we describe the possible states that
result from doping without disorder, and discuss some experi-
mental consequences. Soon after the introduction of the concept
on spinons (40) that carry spin and no charge, Kivelson et al. (29)
pointed out that an analogous situation may obtain for the doped
holes, which carry charge and no spin. These doped holes are
called holons. For very small doping, a natural state is a Wigner
crystal of holons (41). Here we focus on states that do not break
translation symmetry that may emerge with sufficient doping.

Doping a Z2 Gapped Spin Liquid. In the mean field description
with bosonic spinons, the simplest case is that fermionic holons
form a Fermi surface with an area corresponding to y , which
is defined as the density of dopant per cluster (y = 13x if x

is dopant per Ta). For bipartite lattices, there is an additional
quantum number corresponding to the A, B sublattice occu-

pied predominantly by the holons (42); for the triangular lattice,
this is not the case, and the volume of the Fermi surface cor-
responds to y spinless fermions. This state has been called the
holon metal.

A second possibility is that a holon binds with a spinon to form
a physical hole, which, in turn, forms a Fermi surface. Because
the hole carries spin, the volume is smaller than the holon metal
case by a factor of 2. This state has been called FL* because it
behave like a Fermi surface but does not obey the conventional
Luttinger theorem with 1+ y electrons per cluster (43).

A third possibility is that the state is a superconductor. In
mean field theory, this possibility emerges most clearly when the
spinons are described as fermions. In this case, the holons are
bosons, which will condense and form a conventional supercon-
ductor; this is the resonating valence bond (RVB) route to super-
conductivity as envisioned by Anderson (40).

The holon metal and the FL* are clearly exotic metals, because
they are metallic ground state, which dramatically violates
Luttinger theorem due to the fact that the Fermi surface vol-
ume is y or y/2 as opposed to 1+ y . The physical hole or elec-
tron excitation is gapped in the holon metal (because the spinon
is gapped) but is gapless in FL*. This distinction will show up
clearly in ARPES and tunneling. The FL* will show a Fermi sur-
face, but the holon metal will appear as gapped. Nevertheless,
in a clean enough sample, the holon metal will exhibit quantum
oscillations. In a multilayer system, the stacked holon metal is
insulating in the direction perpendicular to the layer (because
only a physical hole can hop between planes), whereas the FL*
state is metallic. As discussed earlier, the two states can be dis-
tinguished by the size of the Fermi momentum, kF , which can, in
principle, be measured via Koln anomaly or via Friedel oscilla-
tions by scanning tunneling microscope (STM) imaging (44).

Doping the Dirac Spin Liquid. The Dirac spin liquid can be Z2
or U (1). The former will have gapped visons, whereas the latter
has dissipative gapless gauge photons. A natural consequence of
doping the Dirac spin liquid is that the bosonic holons condense,
resulting in a nodal superconductor. Alternatively, the holons
can bind with some of the spinons and form a Fermi surface
of volume y/2, just like the FL* phase in case 1. The leftover
spinons may form their own spinon Fermi surface.

Doping a Chiral Spin Liquid. The natural consequence is a gapped
superconductor, which breaks time-reversal symmetry. This has
been much discussed, but the effect of spin–orbit coupling has
not been explored. The FL* is also a possibility.

Finally, if the ground state of the bulk crystal turns out to be
an interlayer singlet, this situation is analogous to that in the lad-
der compounds in the context of cuprates, and it is possible that
doping will induce interlayer pairing of the doped holes, leading
to superconductivity (20).

Is there any unique signature of the spin liquid itself? It has
been proposed that the undoped Z2 gapped spin liquid may
show dramatic phenomena when placed in contact with super-
conductors or magnets (45, 46). For example, Senthil and Fisher
(45) pointed out that, if the spin liquid Mott insulator is used
as the insulator barrier between two conventional superconduc-
tors in an S-I-S structure, this structure may exhibit a charge e
Josephson effect. The requirement is that the spatial transition
between the superconductor and the spin liquid has to be smooth
enough to avoid confinement at the interface. Ordinarily, this is
a tall order. However, the 1T-TaS2 offers a special opportunity
in that the superconductors can be created by doping; this can
be achieved by gating, which can produce a smooth transition
between the superconducting state and the insulating state.

In summary, we believe existing experimental data strongly
point to 1T-TaS2 as an example of a spin liquid state, formed out
of a cluster Mott insulator. The lightly doped state is likely an
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We present ultralow-temperature thermal conductivity measurements on single crystals of the prototypical
charge-density-wave material 1T -TaS2, which was recently argued to be a candidate for a quantum spin liquid.
Our experiments show that the residual linear term of thermal conductivity at zero field is essentially zero, within
experimental accuracy. Furthermore, the thermal conductivity is found to be insensitive to the magnetic field up
to 9 T. These results clearly demonstrate the absence of itinerant magnetic excitations with fermionic statistics
in bulk 1T -TaS2, and thus put a strong constraint on the theories of the ground state of this material.
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The quantum spin liquid (QSL), where strong quantum
fluctuations obstruct long-range magnetic order even down to
absolute zero temperature, is one of the most elusive and exotic
quantum states of matter [1–3]. In the QSLs, Mott physics
plays a significant role in localizing electrons and forming
S = 1

2 spins, as has been manifested in the study of high-
temperature superconductors [4]. Experimentally, triangular-
lattice organic compounds κ-(BEDT-TTF)2Cu2(CN)3 [5–7]
and EtMe3Sb[Pd(dmit)2]2 [8–10], together with kagome-
lattice ZnCu3(OH)6Cl2 [11–15] and Cu3Zn(OH)6FBr [16], are
typical examples of Mott-assisted QSL candidates. However,
the features of the spin frustrations in the above systems are
affected by other factors, such as structural deformations or
intersite mixtures [3]. From this point of view, it is very
meaningful to seek structurally perfect and clean enough
systems for the realization of a QSL ground state.

1T -TaS2 has been recently argued to be such an example
[17,18]. It is a layered material, and the only correlation-
driven insulator among transition-metal dichalcogenides [19].
As for the charge degree of freedom, 1T -TaS2 features
a number of peculiar charge-density-wave (CDW) phases.
Upon cooling, it turns into a metallic incommensurate CDW
(ICCDW) phase below 550 K, a textured nearly commensurate
CDW (NCCDW) phase below 350 K, and finally enters
a commensurate CDW (CCDW) phase below 180 K [20].
The low-temperature CCDW phase is characterized by a√

13 ×
√

13 structure described as star-of-David clusters [20].
There is one unpaired electron per star of David due to
energy gaps induced by periodic lattice distortion [20]. At
the same time, electron correlation effects set in and localize
this electron, leading to a Mott insulating state with S = 1

2
spins arranged on an ideal triangular lattice [21–23]. This is
one of the few model spin configurations that may harbor the
exotic QSL state, and exactly the one proposed by Anderson
in his resonating-valence-bond model [24–26].

*shiyan_li@fudan.edu.cn

The possibility of the realization of a QSL in 1T -TaS2
has been proposed in Ref. [17]. By analyzing the existing
data of this material, it was argued that 1T -TaS2 should be
considered as a QSL, either a fully gapped Z2 spin liquid
or a Dirac spin liquid [17]. Muon spin relaxation (µSR) and
nuclear quadrupole resonance (NQR) experiments have been
performed on 1T -TaS2 single crystals [18]. No long-range
magnetic order was detected from 210 K down to 70 mK
by µSR. On the other hand, NQR experiments reveal a
gapless QSL-like behavior in part of the CCDW phase, from
200 K to Tf = 55 K. Below Tf , a novel quantum phase with
amorphous tiling of frozen singlets emerges out of the QSL
[18]. Meanwhile, another group performed polarized neutron
diffraction and µSR measurements on 1T -TaS2 [27]. Their
results indicate the presence of short-ranged magnetic order
below 50 K, and support the scenario that an orphan S = 1

2
spin moment is localized at the center of the star of David [27].

To find out what is the true ground state of bulk 1T -TaS2,
it is essential to know the details of the low-lying elementary
excitations. Ultralow-temperature thermal conductivity mea-
surement has proven to be a powerful technique in the study
of low-lying excitations in QSL candidates [7,9,28]. Taking
the spin- 1

2 triangular-lattice Heisenberg antiferromagnets as an
example, the thermal conductivity result implied the possibility
of a tiny gap opening in κ-(BEDT-TTF)2Cu2(CN)3 [7], while
highly mobile gapless excitations with fermionic statistics
exist in EtMe3Sb[Pd(dmit)2]2 [9]. For the QSL candidate
YbMgGaO4, which has been studied extensively recently, no
significant contribution of thermal conductivity from magnetic
excitations was observed [28].

In this Rapid Communication, we report an ultralow-
temperature thermal conductivity measurement on a high-
quality 1T -TaS2 single crystal down to 0.1 K. No significant
contribution from magnetic excitations is detected at zero
magnetic field. Furthermore, the thermal conductivity is found
to be insensitive to magnetic fields up to 9 T. The absence
of κ0/T at all fields unambiguously demonstrates that no
fermionic magnetic excitations with an itinerant character exist
in 1T -TaS2. We shall discuss the implications of our findings
on the ground state of bulk 1T -TaS2.

2469-9950/2017/96(8)/081111(5) 081111-1 ©2017 American Physical Society
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FIG. 2. (a) The in-plane thermal conductivity of the 1T -TaS2

single crystal at H = 0 T. The solid line represents the fit of the data
to κ/T = a + bT α−1. This gives the residual linear term κ0/T =
0.005 ± 0.002 mW K−2 cm−1 and α = 2.69. (b) The in-plane thermal
conductivity of 1T -TaS2 at various magnetic fields (H = 0, 4, and
9 T) applied along the c axis. (c) Field dependence of the residual
linear term κ0/T . The three κ0/T values are negligible in our field
range.

the nature of the emergent gauge fields to which they couple
[35]. Various kinds of exotic models have been proposed in
the study of various QSL candidates [3]. A systematic analysis
of whether these models can be applied to 1T -TaS2 is beyond
the scope of this work, and we only discuss the feasibility of
these models in light of our experimental data on low-energy
spin excitations. Generally, a finite residual linear term κ0/T
represents the contribution to κ from fermionic magnetic

excitations in the zero-temperature limit, i.e., the spectrum of
the fermionic magnetic excitations is gapless. This might come
from a spinon-Fermi surface or nodes in momentum space. For
1T -TaS2, the former one has been ruled out [17], because of the
tiny linear term γ (∼2 mJ mol−1 K−2) observed in specific heat
[27,36]. For the latter one, the most common case is a U (1)
Dirac spin liquid [4,37,38]. In such a state, nodal fermionic
spinons at the Dirac points would still result in a finite κ0/T ,
and the thermal conductivity would be enhanced by a magnetic
field [38]. This is incompatible with our results that the κ0/T
is negligible at all fields and the thermal conductivity is
insensitive to magnetic field. It seems that any gapless QSL
scenarios, whether gapless everywhere or only at the nodes
in momentum space, are not consistent with our data. Note
that there are also some exotic scenarios with nodal bosonic
excitations [3,39]. The contribution to the thermal conductivity
from these nodal excitations exhibits a power-law temperature
dependence (∼T δ). However, unlike nodal fermionic excita-
tions, for which the power-law exponent δ is 1, the δ value for
nodal bosonic excitations is unknown in advance, so that it is
hard to be separated from the phonon contribution.

However, there is another possibility that might reconcile
our data with the gapless QSL scenarios. For the low-
temperature phase (T ! Tf = 55 K) of 1T -TaS2, NQR shows
a broad distribution of 1/T1 values with a stretched exponent
p < 1 (p ≈ 0.5), implying a highly inhomogeneous magnetic
phase at all Ta sites [18]. We note that similar spectral
broadening and stretched exponent behaviors have been ob-
served in another triangular-lattice QSL candidate, κ-(BEDT-
TTF)2Cu2(CN)3 [40]. The thermal conductivity measurement
on κ-(BEDT-TTF)2Cu2(CN)3 also gives a negligible κ0/T ,
which was argued to come possibly from the localization
of the gapless spin excitations due to inhomogeneity [41].
This might also be the case for 1T -TaS2. The low-temperature
phase (T ! Tf ) still exhibits a gapless behavior for low-energy
fractional excitations, according to Ref. [18], but these gapless
excitations can be localized so that they cannot conduct heat.

Next, we turn to the gapped QSL scenarios. A fully gapped
Z2 spin liquid was suggested in Ref. [17], which is a state with
gapped spinons together with gapped visons. For κ-(BEDT-
TTF)2Cu2(CN)3, an alternative explanation for the negligible
κ0/T is that the spin excitations are gapped [7]. The total
thermal conductivity of κ-(BEDT-TTF)2Cu2(CN)3 is the sum
of a phonon contribution term and a magnetic part with an
exponential temperature dependence, indicating the existence
of a gap (% ∼ 0.46 K) in the spin excitation spectrum [7].
A field-induced gap closing was also observed in κ-(BEDT-
TTF)2Cu2(CN)3 for magnetic fields higher than ∼4 T [41]. For
1T -TaS2, however, we found that a similar fitting procedure
does not work. Having said that, we caution that our data
do not contradict the gapped QSL scenario. Indeed, if the
magnitude of the gap is sufficiently large, the magnitude of
the exponential term in the total thermal conductivity would
be too small to be discerned at such a low temperature, so
that the total thermal conductivity is dominated by the phonon
term, and the gap, if it exists, cannot be closed by a magnetic
field up to 9 T. For example, an unusually large exchange
interaction J ≈ 0.13 eV (∼1500 K) has been derived from
the susceptibility data [18]. The spin gap is estimated to be
above 200 K in Ref. [17]. In fact, in most cases a large gap is
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spin-orbit coupling. As can be seen, there is a minimal effect on
the band structure of distorted bulk 1T -TaS2, with a maximal
shift of 50 meV (at A). In the undistorted structure, the effect of
spin-orbit coupling is larger and manifests itself by a splitting
up to 0.2 eV of the d bands at !, K, and A, even though the
bandwidths in and out of plane are unaffected.

The metallic behavior is solely a consequence of the
interplane dispersion: the bilayer and monolayer compounds
are insulators. In the DFT + U approximation used here, the
monolayer is found to be a ferromagnet with a spin splitting of
≈0.18 eV, but the in-plane magnetic coupling is negligible and
we interpret the result as indicating that monolayer 1T -TaS2 is
a Mott insulator with Mott gap ≈0.2 eV. The bilayer compound
is antiferromagnetic, with opposite spin alignment on the
two planes. The out-of-plane antiferromagnetic behavior is an
artifact of the DFT + U approximation, which does not treat
spin rotation invariance correctly, and we interpret that result as
indicating that the spins in the two planes form a singlet state.
It is worth noticing that the correlation gap of the monolayer
(0.18 eV), which one may identify with the effective U of
the Hubbard-like model describing the low-energy physics,
is found to be much smaller than the on-site Ta-d calculated
value of U = 2.27 eV.

To quantify the effect of the interlayer interactions and their
competition with the electron-electron interactions, we show
in Fig. 2 the magnetic and metal-insulator phase diagram of
bulk gap 1T -TaS2 as given in GGA + U as a function of the
on-site U and interlayer distance c, measured relative to the ex-
perimental value cexp = 5.897 Å. We consider two choices of
interplane stacking of the CDW distortion: a vertical stacking
in which the centers of the Stars of David line up from layer to
layer and a trigonal stacking (Ta-I upon Ta-III ) in which
the centers are displaced. At large-c values (c > 1.3cexp),
the system becomes essentially identical to the monolayer:
a Mott insulator with a gap of ≃0.08 × U (eV). For the
trigonal stacking (right panel), the system is ferromagnetic for
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FIG. 2. (Color online) Phase diagram of distorted 1T -TaS2 in
plane of atomic on-site electron-electron interaction U and interlayer
distance c, for vertical (left) and trigonal (right) stackings of the
centers of distortion. The contours in the left and right panels
indicate the 0.4 (dotted green line), 0.8 (dashed red line), and 1.5
(solid black line) contours of the parametrized Ueff

W
ratio [Ueff is the

effective interaction as defined in Eq. (1); W is the out-of-plane
bandwidth calculated in DFT for U = 0]. Gaps in the insulating
state are indicated by colors. In each panel, the vertical orange
line indicates the calculated value U = 2.27 eV for undistorted
bulk 1T -TaS2. The hashed and plain areas, respectively, indicate
out-of-plane antiferromagnetic and ferromagnetic ground states.

all parameter values considered. An apparently second-order
phase transition (solid black line, Ueff/W = 1.5) separates a
Mott insulator from a ferromagnetic metal. For the vertical
stacking (left panel), the phase diagram is more complicated,
with the large-U, large-c Mott insulator undergoing a transition
to a reentrant paramagnetic metal phase (phase boundary
approximately coincides with solid black line, Ueff/W =
1.5) which is separated from the small-U antiferromagnetic
metal phase by an intermediate antiferromagnetic insulating
phase approximately bounded by the dashed and dotted lines
(Ueff/W = 0.8 and 0.4).

At the theoretically obtained atomic intra-d U value
≈2.27 eV (vertical lines), the metal-insulator transition occurs
at c ≈ 1.15cexp for the trigonal stacking and c ≈ 1.05cexp for
the vertical stacking. We suggest that pressure (to decrease
the lattice constant) and intercalation [30] (to increase it)
experiments would be very interesting.

To understand these findings, we present in the top panel
of Fig. 3 the spin density of the monolayer system. Because
in the DFT + U approximation used here the monolayer is a
fully polarized ferromagnet, the spin density is equivalent to
the charge density associated with the lower Hubbard band.
The spin density is centered around the center of the SD, but
with a non-negligible weight on the neighboring tantalum and
sulfur atoms, and significant spreading along the out-of-plane
direction. The atomic projection of the lower-Hubbard band
of the monolayer, obtained by integrating the atom-projected
density of states in the range [EF − 0.1 : EF ] is presented in
Fig. 3(b). Though 79% of the lower-Hubbard band lies on the
tantalum atoms, only 20 to 25% is localized at the center of
the distortion [Ta-I , following the notation in Fig. 3(b), inset],
while the other 12 tantalum atoms each have non-negligible
projections around 4–6% (these values are found to be weakly
dependent on U).
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FIG. 3. (Color online) (a) Side and top views of the spin density
for monolayer TaS2. Spin-up (-down) isosurfaces are indicated in
blue (orange). (b) Atom-projected integrated charge density in the
range [EF − 0.1; EF ] for different values of the on-site electron-
electron interaction U (U ∈ [0 eV; 4 eV]), for the monolayer of TaS2.
(c) Corresponding effective electron-electron interaction Ueff com-
pared with the gap of the monolayer computed in DFT.
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This in-plane delocalization is the origin of the weak
effective electron-electron interaction (0.18 eV) relevant to
the band in the gap. In essence, the small amplitude for the
electron to be localized on any given Ta site of the SD implies
that the effective interaction Ueff is much smaller than the basic
on-site Ta interaction U . The difference may be quantified by
projecting the Wannier function |!⟩ of the band in the gap onto
the local d orbitals, |dam⟩ (here, a labels the Ta sites in one
unit cell and m is the angular momentum quantum number), as
the effective interaction can be approximated by the Coulomb
integral:

Ueff

U
=

∑

a∈⋆,m

|⟨dam|!⟩|4. (1)

As seen in Fig. 3(c), evaluation of Eq. (1) leads to an effective
interaction that is much smaller (≈8%) than the on-site U, in
good agreement with the gaps of the monolayer obtained for
GGA + U calculations at different U values (the deviations
visible at very small U values arise from the correlations
already present in GGA). For the calculated atomic value
of U ≈ 2.27 eV, this effective electron-electron interaction,
Ueff = 0.18 eV, is larger than the in-plane bandwidth (70
meV), explaining the Mott insulating nature of behavior of
the monolayer, but is much weaker than the out-of-plane
bandwidth of the bulk (0.45 eV), indicating that the bulk
material should not be considered as a Mott insulator. These
results suggest that the reported insulating behavior of bulk
TaS2 arises from disorder in a one-dimensional conduction
band, as previously proposed [8,15]. In this regard, we remark
that the interplane hopping in the trigonally stacked structure is
a factor of ≈3 smaller than in the vertically stacked structure,
suggesting that the localizing disorder may originate from
stacking faults.

The interplay between hopping and interaction leads to
interesting results in the bilayer case, where two vertically
displaced SD units may be modeled as a two-site Hubbard
model, with interaction Ueff and hopping t equal to one-quarter
of the c-axis bandwidth, i.e., t ≈ 0.1 eV for the vertically
stacked case and t ≈ 0.035 eV for the trigonally stacked case.
Solving the resulting two-site Hubbard model leads to an even-
parity singlet ground state, with a triplet excited state about
0.08 eV (vertical) and 0.012 eV (trigonal) higher, and an optical
gap (relevant for E fields applied perpendicular to the plane)
of 0.25 eV (vertical) or 0.19 eV (trigonal). The sensitivity
of the gaps to the interlayer hopping amplitude suggests that
optical and magnetic transitions in the bilayer compound may
be tuned by intercalation, pressure, and stacking, potentially
leading to an interesting set of excitonic transitions.

By approximating the bandwidth W by the bandwidth
of the non-spin-polarized distorted bulk at U = 0, and Ueff
as the gap of the monolayer, we find that GGA + U gives
the metal-insulator transition for the ferromagnetic ground
state at Ueff

W
≃ 1.5, in good agreement with the critical value

Ueff
W

≃ 1.3 for the metal-insulator transition emerging from
dynamical mean-field theory (DMFT) calculations [10,14,29].
We therefore suggest that the disagreement between our results
and those of Refs. [10,14,29] arises in part from an excessively
large value of U assumed in those references. Moreover,
the sensitivity of the location of the metal-insulator phase
boundary to the nature (ferromagnetic vs antiferromagnetic)
of the magnetic state suggests that any insulating states
that do occur in the 1T -TaS2 family of materials may be
regarded as arising more from out-of-plane antiferromagnetic
order than from the Mott phenomenon per se. Moreover,
we observe that the dependence of magnetic ordering on
stacking of distortions, as well as the small effective U values,
suggests that mappings onto Hubbard models be regarded with
caution. The details of the underlying wave functions and of
nearby perhaps virtually occupied states, which are not easily
represented in a Hubbard model, will be important. Finally,
an important challenge raised by our work is understanding
the photoinduced dynamics of the out-of-plane metallic bulk
1T -TaS2, as the observed collapse of the in-plane gap happens
on a time scale that is inconsistent with the dynamics of a
Peierls insulator [11].

In conclusion, we have shown that the electronic structure
of 1T -TaS2 in its CDW state strongly depends on interlayer
interactions. In particular, we identify the distorted monolayer
of TaS2 as a Mott insulator, with one localized S = 1/2 carrier
per 13 atom cluster. Finally, we have revisited the nature of
the bulk 1T -TaS2, which we predict to be a band insulator in
plane and metallic out of plane upon distortion, and explained
the disagreement with previous interpretations by the weak
effective electron-electron interactions felt by the electrons
delocalized across the SD. The monolayer compounds are
predicted to be Mott insulators with a S = 1/2 degree of
freedom in each unit cell of the CDW structure, while the
bilayers form a singlet state with a tunable optical gap.
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Figure 3 | Real-space illustration of the electron density for the highest
occupied band. a,b, The band structure near EF with the highest occupied
band highlighted in red. The energy window used to calculate the
energy-resolved electron density is indicated by the green area. c,d, A
complex orbital texture emerges within the ab-plane for TS = 1c (c) and
TS =2a+c (d). e,f, View of the ac-plane corresponding to the areas in c and
d. e, For TS = 1c significant hopping is allowed only along the c-direction.
f, A substantial ab-component of the hopping appears for TS =2a+c.

EF-crossings along 0–K and 0–M, both crossings are completely
absent for TS =1c. Therefore, a transition from an in-plane metal to
an in-plane semiconductor occurs as a function of TS. Considering
that the ab-planes of 1T-TaS2 are usually thought to realize strongly
two-dimensional metallic systems, these are most surprising results.

The comparison of the two DFT models to the ARPES data
in Fig. 2a shows that the calculation for TS = 2a + c describes
the experiment fairly well for binding energies below �0.3 eV.
However, it is also obvious that both DFT models fail to describe
the electronic states close to EF and, in particular, the pseudo-
gap observed experimentally24. Including an on-site U at Ta does
not cure this discrepancy, implying that these e�ects are beyond
LDA+U. Indeed, the strong TS-dependence of the electronic
structure suggests that these deviations are related to the stacking
disorder in the real material18, which cannot be taken into account
by our DFT models. Although this issue certainly deserves scrutiny
in future work, here we focus on determining the origin of the
marked e�ects of TS.

To this end we calculated the charge density distribution of the
uppermost occupied states in real space. As can be seen in Fig. 3,
for both stackings a complex orbital texture within the ab-plane
emerges. This is the second major result of this work: the discovery
of an orbital texture that is intertwined with a CDW. Note that not
only the occupancy of a certain type of orbital changes spatially,
also the symmetry of the orbitals clearly changes from site to site,
resulting in a complex orbital ordering pattern.

The orbital structure for TS = 1c permits significant charge
hopping only along c, as illustrated in Fig. 3e. In other words, the
charges flow along orbital stripes along c, corresponding to the
quasi-one-dimensional character of the uppermost band in Figs 3a
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Figure 4 | Device concept based on the switching between metastable
orbital orders. a,b, Calculated band structure for a bilayer of 1T-TaS2 with
TS = 1c (a) and TS =2a+c (b). A semiconductor-to-metal transition takes
place on changing the stacking of the two layers. c, Orbital order
corresponding to the semiconducting (top) and metallic state (bottom).

and 2d. This drastically changes in the case ofTS =2a+c. Now there
is a significant ab-component of the hopping, as illustrated in Fig. 3f,
so that the uppermost band attains a larger in-plane dispersion and
crosses EF along 0–M and 0–K (Figs 3b and 2c).

These results have important consequences: first, the comparison
of the ARPES data and the DFT results shows that the 0 gap is
obtained on a quantitative level without an on-site repulsion U on
Ta. Although this result does not exclude the presence of electron–
electron interactions, it strongly argues against U being the main
cause for the 0 gap. Instead, the band structure calculations reveal
that this gap is for a large part due to the interlayer hybridization.
The latter is in turn mostly caused by the 3z2 � r 2-type orbitals
pointing along c—that is, the 0 gap is directly coupled to the
orbital texture. This result naturally explains the ultrafast response
of this gap observed in time-resolved ARPES experiments, as the
disruption and reordering of the electronic orbitals can evolve on
much faster timescales than the lattice.

Second, the presence of orbital textures explains the strong
pressure dependence of theCDWorder in 1T-TaS2, because through
the orbital texture pressure has a large e�ect on the stability of
CDWphases with di�erent stackings in a way that goes well beyond
traditional nesting scenarios. We also stress that the crucial role of
the interlayer interactions is verified experimentally by the data in
Fig. 2b, which shows that the stacking changes completely across
the C-CDW/NC-CDW transition. This change in stacking together
with our DFT results also rationalizes the collapse of the gap at 0 on
entering the NC-CDW with warming.

Third, and most importantly, the relative orientation of the
orbitals in adjacent ab-planes has a spectacular e�ect on the
band dispersions. This can be readily understood in terms of
the overlap integrals, which depend critically on the relative
orientation of the orbitals in adjacent layers along c (Fig. 2e,f). The
above immediately yields a new device concept, which employs
metastable orbital orders for controlling the electronic structure
of nanostructures: as illustrated in Fig. 4 for a bilayer of 1T-TaS2,
switching between the metastable orbital configurations causes
a complete semiconductor–metal transition. In other words, by
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Orbital textures and charge density waves in
transition metal dichalcogenides
T. Ritschel1,2*, J. Trinckauf1, K. Koepernik1, B. Büchner1,2, M. v. Zimmermann3, H. Berger4, Y. I. Joe5,
P. Abbamonte5 and J. Geck1*
Low-dimensional electron systems, as realized in layered
materials, often tend to spontaneously break the symmetry
of the underlying nuclear lattice by forming so-called density
waves1; a state of matter that at present attracts enormous
attention2–6. Here we reveal a remarkable and surprising
feature of charge density waves, namely their intimate relation
to orbital order. For the prototypical material 1T-TaS2 we
not only show that the charge density wave within the
two-dimensional TaS2 layers involves previously unidentified
orbital textures of great complexity.We also demonstrate that
two metastable stackings of the orbitally ordered layers allow
manipulation of salient features of the electronic structure.
Indeed, these orbital e�ects provide a route to switch
1T-TaS2 nanostructures from metallic to semiconducting with
technologically pertinent gaps of the order of 200meV. This
new type of orbitronics is especially relevant for the ongoing
developmentof novel,miniaturizedandultrafast devicesbased
on layered transition metal dichalcogenides7,8.

Among the various transition metal dichalcogenides (TMDs),
1T-TaS2 stands out because of its particularly rich electronic phase
diagram as a function of pressure and temperature9. This phase
diagram not only features incommensurate, nearly commensurate
and commensurate charge density waves (CDWs), but also
pressure-induced superconductivity below 5K. In addition to this,
it was proposed early on that the low-temperature commensurate
CDW(C-CDW),which is illustrated in Fig. 1a,c, also featuresmany-
body Mott physics10. Experimental evidence for the presence of
Mott physics in 1T-TaS2 has indeed been obtained recently by time-
resolved spectroscopies, which observed the ultrafast collapse of a
charge excitation gap, which has been interpreted as a fingerprint of
significant electron–electron interactions11–13.

Even though the above scenario for the C-CDW is widely
accepted, important experimental facts remain to be understood:
the very strong suppression of the C-CDW with external pressure
is puzzling. Already above 0.6GPa, the C-CDW is no longer
stable, although nesting conditions, band widths and lattice
structure remain essentially unchanged. It is also not clear how
ordered defects within the C-CDW, which emerge in the nearly
commensurate phase (NC-CDW) on heating14,15 and do not cause
significant changes in the bandwidths, can render the electron–
electron on-site interaction U completely ine�ective16. In the
followingwewill show that all these issues are explained consistently
in terms of orbital textures that are intertwined with the CDW.
Furthermore, we demonstrate that this new twist to the physics of
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Figure 1 | The
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p
13 supercell structure of 1T-TaS2. a,c, View along

the c-axis and parallel to the ab-plane, respectively (a, b and c are lattice
vectors of the undistorted P3̄m1 crystal structure). The Ta-displacements
indicated by red arrows in a are mainly parallel to the ab-planes, resulting in
clusters containing 13 Ta-sites. Red dashed lines in c highlight the breathing
of the S-sites perpendicular to the ab-plane. b, Schematic of the Brillouin
zone. d, LDA supercell band structure along the high-symmetry direction in
the Brillouin zone shown in b. Grey lines indicate the unreconstructed band
structure. e, Unfolded band structure. The thickness of bands measures the
spectral weight at this position. Arrows labelled 1 and 2 indicate the gaps at
0 and between M and K, which are commonly named the Mott gap and
CDW gap, respectively.
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Figure 5.6: Different layer stackings and their impact on the band structure. (d) and (e):
Calculated band structure for the stacking ht2i and the stacking ht0i, respectively. To facilitate
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a Lorentzian-shaped resolution function. Note that the ARPES data are measured along a
k direction which is tilted by about 10 degrees with respect to the � -M direction, hence the
small deviation to previous reports (cf. Fig. 3.5 on page 20). (b) and (c): Visualization of
the stacking ht2i and ht0i, respectively.

suggests that these deviations are related to the stacking disorder in the real material [85],
which cannot be taken into account by our DFT-models. While this issue certainly deserves
scrutiny in future work, here we focus on determining the origin of the dramatic effects of TS .
A first effort to refine the DFT-model in order to better account for the actual stacking is made
in section 5.6.

5.4.3 Orbital textures

In order to determine the origin of the dramatic effects of TS , we calculated the charge density
distribution of the uppermost occupied states in real space. As can be seen in Fig. 5.7, for both
types of stacking a complex orbital texture within the ab-plane emerges. This is the second
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Experiment:	c-axis	stacking	and	transport
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Measurements	are	not	consistent	with	predicted	band	picture	for	out-of-plane	transport
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Helical C CDW order from HR-TEM: Resistivity along c axis:
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“Melting	of	Mott	gap	and	CDW”

Time-resolved	ARPES

J.	C.	Petersen	et	al,	PRL,	107,	177402	(2011).slower, well described by a transient response with a time
scale of a half-cycle of the amplitude mode. This is
consistent with a reduction in spectral weight in the um-
klapp band brought about by relaxation of the lattice dis-
tortion, which proceeds on structural rather than electronic
time scales [21].

To illustrate this idea further, Fig. 4(b) shows the
changes in intensity across the entire range of momenta.
The first panel shows the relative changes from 50 fs before
photoexcitation to 50 fs after, while the second panel shows
the changes between 50 and 200 fs after photoexcitation.
The changes on short time scales reiterate that at early

times there is a loss of intensity in each band, but particu-
larly at the peak of the LHB, and a gain in intensity at the
Fermi level and above as a consequence of photoinduced
melting of the Mott state and the creation of hot electrons.
This process is largely independent of momentum, indicat-
ing that the effects of electron-electron interaction pervade
the Brillouin zone.
More dispersive electronic structural changes are seen at

longer time delays, and two key features are apparent.
Intensity is lost in U1 bands at !, with this intensity
reappearing at !0, the image of ! reflected across the
reconstructed zone boundary. This provides a direct snap-
shot of the unfolding of the Brillouin zone as the structural
distortion begins to relax. Overall, intensity is lost below
the LHB peak and gained above it, indicating that the band
edge is moving upward as the structure begins to relax.
The fact that these different processes take place on

distinctly electronic and structural time scales gives new
information about both the static band structure of 2D
CDW materials and the process by which they melt after
ultrafast excitation. To explain this rapid closing of the
zone-boundary gap, we must conclude that the CDWorder
is lost on subvibrational time scales, and that the zone-
boundary gaps reflect the broken symmetry of charge
density in the CDW ground state. On the other hand, the
intensity of the shadow bands at the zone center must be a
manifestation of the periodic lattice distortion. Thus the
CDW melts via prompt destruction of the charge order, to
which the lattice then responds on its own time scale by
relaxation of the periodic lattice distortion. Previous ex-
periments have shown rapid melting of a CDW gap [9] in
some systems and slow melting of lattice order [21] in
others, but this is the first time that multiple time scales for
different electronic-structural features have been observed
in one material in a single measurement.
In summary, time-resolved ARPES with XUV radiation

allows us to study the relaxation of a charge-density wave
in photostimulated 1T-TaS2, measuring charge order at the
edge of the reconstructed Brillouin zone with subvibra-
tional time resolution. By clocking the evolution of various
changes, we assign specific features of the electronic struc-
ture to individual aspects of the ordered ground state. The
gaps in the zone-boundary spectral function originate
from the charge-density ordering, which melts promptly
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Snapshots	of	cooperative	atomic	motions	in	the	optical	

suppression	of	charge	density	waves at	the	N-IC	transition

Eichberger, M. et al. Snapshots of cooperative atomic motions in the optical suppression of charge density 
waves. Nature 468, 799–802 (2010).

the NCCP, as well as of the ICP–NCCP and NCCP–CCP transitions, is,
however, still under debate18. Recently, 1T-TaS2 received additional
attention owing to the observation there of superconductivity below
5 K under high pressure19.

In this study, we investigated the structural dynamics of the PLD in
30-nm-thick, free-standing slices of 1T-TaS2. We performed femto-
second electron diffraction (FED) experiments in transmission geo-
metry along the c axis, that is, perpendicular to the TaS2 layers. The
films were photoexcited with 140-fs optical pulses, and 50-keV elec-
trons, in bursts of #250 fs, were used to monitor the structural changes
by recording time-delayed diffraction patterns. The diffraction pattern
of the NCCP (200 K) recorded in this set-up is shown in Fig. 1c
together with the assignment of some of the scattering vectors. The
intense peaks are the Bragg reflections of the host lattice. Each of the
Bragg peaks is surrounded by six weak satellite peaks originating from
the PLD, with modulation wavevectors qi (ref. 21), illustrated in Fig. 1c
(inset) and Fig. 1d.

Figure 2a–e shows the time evolution of the relative change of the
diffraction signal in the vicinity of a Bragg peak, following photoexci-
tation. The corresponding traces of the relative changes in the Bragg
peaks (DIBragg/IBragg), the inelastic background (DIbckg/Ibckg) and the
CDW peaks (DICDW/ICDW) are shown in Fig. 2f (see also Sup-
plementary Fig. 3). The intensity of the CDW peaks (the satellites of
the Bragg peaks), ICDW, is suppressed by ,30% on the timescale of
hundreds of femtoseconds. The corresponding suppression of the PLD
gives rise to more-efficient scattering into the Bragg reflections of the
host lattice, manifested by an increase of the Bragg peak intensity,
IBragg, by ,15%. In the CDW state, the presence of the PLD suppresses
IBragg similarly to the effect of thermally induced disorder; that is, the
presence of PLD can be looked upon as an effective Debye–Waller
effect. The decrease in ICDW and the accompanying increase in IBragg
thus illustrate a cooperative phenomenon in which the optically
induced redistribution of electron density efficiently decreases the
PLD amplitude. Because ICDW is proportional to the square of the
atomic displacements22, the resulting suppression of ICDW, by ,30%,

corresponds to ,16% change in atomic displacements (,0.02 Å).
Following the initial increase, IBragg is found to partially recover on
the 350-fs timescale. This recovery is accompanied by an increase in
the inelastic background intensity, Ibckg—see the intensity changes in
the area indicated by the circle in Fig. 2e for the frames between 300
(Fig. 2c) and 5,800 fs (Fig. 2e). This process can be attributed to the
generation of phonons with non-zero momentum (q ? 0); hence, IBragg
is reduced owing to the conventional Debye–Waller effect, leading to
an increase in the inelastic background.

A noteworthy feature of the data shown in Fig. 2f, and elaborated on
in Fig. 3a, is the apparent difference between the dynamics of DIBragg/
IBragg and DICDW/ICDW. Although the maximum in IBragg is reached at
a time delay of ,300 fs (Fig. 3a, dashed vertical line), the minimum in
ICDW is reached at a time delay of ,500 fs (Fig. 3a, solid vertical line), at
which point IBragg has decreased from its maximum. This difference
can be naturally explained by considering the effects of both the sup-
pression of the PLD and the increase in the q ? 0 phonon population
on the two diffraction intensities. For the case of IBragg, the first effect
gives rise to its increase as the periodicity of the host lattice is enhanced,
and the increase in the q ? 0 phonon population (the Debye–Waller
effect) has the opposite effect. Indeed, from the fast recovery of IBragg
and the corresponding increase in Ibckg it follows that the energy
transfer from electrons to q ? 0 phonons in 1T-TaS2 takes place on
the timescale of a few hundred femtoseconds (te–ph < 350 fs). For
ICDW, both the displacive excitation of highly correlated atomic
motions and phonon-induced disorder contribute to its suppression,
explaining the longer timescale on which the minimum of ICDW is
reached.

It is instructive to compare the structural dynamics data with those
of the electronic subsystem. We have performed all-optical pump–
probe measurements, where the dynamics are mainly sensitive to
the changes in the electronic properties. The photoinduced reflectivity
change (Fig. 2g) shows a rapid onset on the 100-fs timescale, followed
by a fast recovery with a decay time of 150 fs and subsequent slower
decay with a relaxation time of ,4 ps, which is nearly identical to the
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Figure 2 | Time evolution of the diffraction
intensities following photoexcitation with a
fluence of 2.4 mJ cm22. a–e, Evolution of Bragg,
CDW and inelastic background intensities
illustrated as relative change in the diffraction
pattern at several time delays following
photoexcitation with a fluence of 2.4 mJ cm22 and a
photon energy of 3.2 eV (see also Supplementary
Fig. 4 and Supplementary Information). These
images were obtained by averaging (area enclosed by
the box in Fig. 1d) over all individual Bragg
reflections to increase the signal-to-noise ratio. The
circle in e represents the area over which the inelastic
background intensity was monitored.
f, Corresponding dynamics ofDIBragg/IBragg,DICDW/
ICDW and DIbckg/Ibckg with fits to the data (dashed
lines) and the extracted timescales. The suppression
of the PLD, that is, the CDW peak intensity at
negative time delays, is due to an increase in the
sample temperature caused by the photoexcitation
pulse train (accumulative heating). The initial drop
in Ibckg is an artefact, a result of the decrease in the
diffraction intensity of the nearby CDW peaks,
whose tails extend well into the region where the
inelastic background was evaluated (e). g, Dynamics
of the differential reflectivity change, DR/R, at
1.55 eV (800 nm), recorded at the same initial
temperature and the same excitation energy density,
together with the fit (dashed line). The signal has
been offset vertically for presentation purposes. The
oscillatory response corresponds to the coherently
excited amplitude mode at 2.3 THz and phonon
mode at 2.1 THz (refs 9, 11, 21). Inset, fast Fourier
transform (FFT) of the oscillatory component.
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Stacking order dynamics in the quasi-two-dimensional
dichalcogenide 1T-TaS2 probed with MeV ultrafast
electron diffraction
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Transitions between different charge density wave (CDW) states in quasi-two-
dimensional materials may be accompanied also by changes in the inter-layer stack-
ing of the CDW. Using MeV ultrafast electron diffraction, the out-of-plane stacking
order dynamics in the quasi-two-dimensional dichalcogenide 1T-TaS2 is investigated
for the first time. From the intensity of the CDW satellites aligned around the com-
mensurate l¼ 1/6 characteristic stacking order, it is found out that this phase disap-
pears with a 0.3 ps time constant. Simultaneously, in the same experiment, the
emergence of the incommensurate phase, with a slightly slower 2.0 ps time constant,
is determined from the intensity of the CDW satellites aligned around the incommen-
surate l¼ 1/3 characteristic stacking order. These results might be of relevance in
understanding the metallic character of the laser-induced metastable “hidden” state
recently discovered in this compound. VC 2017 Author(s). All article content, except
where otherwise noted, is licensed under a Creative Commons Attribution (CC BY)
license (http://creativecommons.org/licenses/by/4.0/).
[http://dx.doi.org/10.1063/1.4982918]

INTRODUCTION

Recent developments in the control of charge density waves (CDW), i.e., a combined peri-
odic modulation of the electron density and a periodic lattice distortion, with either electrical
current or femtosecond (fs) laser pulses could open the door for novel electronic devices
(Yoshida et al., 2015; Cho et al., 2016; Ma et al., 2016; Liu et al., 2016; Vaskivskyi et al.
2014, 2016; and Stojchevska et al., 2014). In particular, the 1T polytype of TaS2 displays a rich
phase diagram, with the metallic normal (N) phase without CDW existing above T¼ 543 K, the
incommensurate (I) phase with CDW order down to T¼ 354 K, the nearly commensurate (NC)
phase down to T¼ 183 K and the insulating commensurate (C) phase below that (Ishiguro and
Sato, 1991). Upon warming from the commensurate phase, a stripped discommensurate (T)
phase is formed at 220 K and remains up to 280 K. In addition to these phases accessible via
cycling the sample temperature, a novel metallic metastable “hidden” (H) phase was shown to
form upon excitation by a single fs laser pulse (Vaskivskyi et al., 2014, 2016 and Stojchevska
et al., 2014). While 1T-TaS2 is essentially thought of as 2-dimensional system, with a weak
van der Waals interaction between adjacent layers, it is speculated that the insulating and con-
ducting phase properties are driven by the layer stacking order in the 3rd dimension (Ritschel
et al., 2015). In the recent years, laser induced dynamics between different phases has been

a)Email: llg@slac.stanford.edu
b)Email: hdurr@slac.stanford.edu
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for a sample tilt of h¼ 5" from normal incidence is shown in Fig. 2(d) for the nearly commen-
surate phase at T¼ 300 K. Here, three bright first order satellites, namely #q1, #q2 and #q3,
appear around the 200 Bragg peak, which for h¼ 5" is near l¼ 1/3. At the same time, the first
order satellite remain very weak around 100 Bragg peak, which for h¼ 5" is near l¼ 1/6. Upon
cooling to 150 K in the commensurate phase, this changes as the 3 first order satellites #q1,
#q2 and #q3 are now visible around 100, while the ones around 200 become weaker. This
behavior suggests a change of stacking order from an l¼ 1/3 to an l¼ 1/6.

To determine further the equilibrium out-of-plane stacking order in our sample, the tilt was
varied and the averaged intensity of the three positive (q1, q2, q3) and three negative (#q1,
#q2, #q3) CDW satellites around 200 are shown in Fig. 3(a) as dashed orange and blue lines,
respectively, as a function of the Miller index l for the nearly commensurate phase at
T¼ 300 K. Here, we clearly see a peak around l¼ 1/3 for the negative CDW satellites and the
symmetric behavior with a peak at l¼ 2/3¼#1/3 for the positive CDW satellites. Following
Nakanishi and Shiba (1984) naming convention, this is in accordance with the hrh2i stacking
found for the nearly commensurate phase which is a 3 times repeat of the same in-plane trans-
lation, as depicted in Fig. 1(a) with the green open circle, connecting the center of a star-of-
David formation and the center of the 2-5-6 green triangle (Nakanishi and Shiba, 1984). This

FIG. 1. (a) Direct space view of the star of David formation in the basal plane, where the 13 Ta atoms are numbered in
sequence. The out-of-plane layer stacking for the commensurate phase is a succession of a sc translation, positioning the
star of David on top of each other in position 0, followed by a random selection between 3 possible rc translations position-
ing the star of David on top of positions 2, 5, or 6. In the nearly commensurate or incommensurate phase, the hrh2i or hrIi
stacking, respectively, is a three times repeat of a translation linking the center of a star of David and the center of the 2-5-6
green triangle. After three such translations, the layer is back in the 0 position. (b) Schematic of the time-resolved electron
diffraction experiment, where the sample is tilted by an angle h from normal incidence to probe the out-of-plane layer
stacking changes between the commensurate and nearly commensurate or incommensurate phase. The 800 nm wavelength
50 fs laser pulse excites the TaS2 sample. After a delay t, the 3.3 MeV 100 fs electron bunch diffracts from the sample on a
phosphor screen.

044020-3 Le Guyader et al. Struct. Dyn. 4, 044020 (2017)

FIG. 2. Part of the electron diffraction pattern recorded at normal incidence (a) in the commensurate phase at T¼ 150 K
and (b) in the nearly commensurate phase at T¼ 300 K, as well as for the case of a tilt angle of h¼ 5" from normal inci-
dence at (c) T¼ 150 K and (d) T¼ 300 K. The first Brillouin zones around the 100 and 200 Bragg peaks are shown as the
hexagons. The 3 positive first order satellites q1, q2, and q3 are shown as orange arrows, while the 3 negative satellites of
the CDW #q1, #q2, and #q3 are shown as blue arrows. For the tilted case, dashed lines at l¼ 0, 1/6, and 1/3 are shown. In
(d), the azimuth angle v is shown. In all cases, the data are shown on a logarithm scale.

FIG. 3. Averaged intensity of the 3 positive CDW satellites in orange and 3 negative satellites in blue as function of the
Miller index l and corresponding incidence angle h for the 200 Bragg peak, for (a) the nearly commensurate phase at
T¼ 300 K and for (b) the commensurate phase at T¼ 150 K, together with a schematic in each case of the CDW in recipro-
cal space with the filled blue satellites at either l¼ 1/3 or l¼ 1/6 for the nearly commensurate or commensurate phase,
respectively. The open orange and blue satellite circles are the projection on the l¼ 0 and 1 plane which are seen at normal
incidence.
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arrangement corresponds in the reciprocal space to satellite intensity narrowly located around
l¼ 1/3. Upon cooling to the commensurate state as shown in Fig. 3(b) for T¼ 150 K, the peaks
significantly broaden and shift to l¼ 1/6 for the negative satellites and to l¼ 5/6¼"1/6 for the
positive satellites with an additional smaller peak at l¼ 1/3 and l¼ 2/3¼"1/3, respectively.
This is compatible with a change from the ordered hrh2i stacking to the partly disordered (sc,
rc) staking, which is a succession of an in-phase stacking sc followed by a random selection
between 3 different translated stacking rc, as depicted in Fig. 1(a) (Tanda et al., 1984 and
Nakanishi and Shiba, 1984). This demonstrates that for this particular tilt angle h¼ 5#, we are
both sensitive to the commensurate stacking order with l¼ 1/6 around the 100 Bragg peak and
to the nearly commensurate stacking order with l¼ 1/3 around 200 Bragg peak simultaneously.
Next, we will address how this change in out-of-plane stacking order dynamically occurs when
the system changes from the commensurate to the nearly commensurate phase.

To investigate how this staking order dynamically changes, time-resolved pump-probe
measurements were performed near the commensurate to nearly commensurate phase transition
at a sample base temperature of 140 K with a laser pump fluence of F¼ 3.0 mJ/cm2 and an
incidence angle of h¼ 5#. The diffracted intensity distribution around the 100 Bragg peak as
function of the azimuth angle v, as defined in Fig. 2(d), at negative delay t¼"1 ps and positive
delay t¼ 10 ps, are shown in Fig. 4(a). It can be seen here that all the 6 satellites intensity
decrease upon excitation. For the q3 ("q3) satellites, the time dependent intensity around the
commensurate position q3C ("q3C) with u¼ 13.9# and incommensurate position q3I ("q3I) with
u¼ 0# are shown in Fig. 4(b) as open and closed symbols, respectively. The intensity at the
commensurate position decreases for both q3 and "q3 with a 0.3 ps characteristic time constant
and remains constant afterwards up to 12 ps, as extracted from a two exponential fit function

FIG. 4. (a) Intensity profile of the 6 first order CDW satellites around the 100 Bragg peak for a negative delay at t¼"1 ps
in dashed green line and a positive delay at t¼ 10 ps in a continuous purple line. The vertical dashed blue (orange) line
indicates the position in the commensurate phase of the "q3 (q3) satellite "q3C (q3C), while the continuous blue (orange)
line indicates the position for the incommensurate phase of "q3 (q3) satellite "q3I (q3I). (b) Time evolution after laser exci-
tation of the CDW satellites intensity at the commensurate (open symbols, dashed lines) and incommensurate position
(filled symbols, continuous lines) for the q3 (orange) and "q3 (blue) satellites, where the lines correspond to a fit of the data
points with a two exponential time constants. The grey data point are the 210 Bragg peak intensity at l¼ 0. (c) and (d) are
for the 200 Bragg peak. In all figures, the sample temperature is T¼ 140 K, the laser fluence is F¼ 3.0 mJ/cm2 and the inci-
dence angle is h¼ 5#.
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FIG. 2. Part of the electron diffraction pattern recorded at normal incidence (a) in the commensurate phase at T¼ 150 K
and (b) in the nearly commensurate phase at T¼ 300 K, as well as for the case of a tilt angle of h¼ 5" from normal inci-
dence at (c) T¼ 150 K and (d) T¼ 300 K. The first Brillouin zones around the 100 and 200 Bragg peaks are shown as the
hexagons. The 3 positive first order satellites q1, q2, and q3 are shown as orange arrows, while the 3 negative satellites of
the CDW #q1, #q2, and #q3 are shown as blue arrows. For the tilted case, dashed lines at l¼ 0, 1/6, and 1/3 are shown. In
(d), the azimuth angle v is shown. In all cases, the data are shown on a logarithm scale.

FIG. 3. Averaged intensity of the 3 positive CDW satellites in orange and 3 negative satellites in blue as function of the
Miller index l and corresponding incidence angle h for the 200 Bragg peak, for (a) the nearly commensurate phase at
T¼ 300 K and for (b) the commensurate phase at T¼ 150 K, together with a schematic in each case of the CDW in recipro-
cal space with the filled blue satellites at either l¼ 1/3 or l¼ 1/6 for the nearly commensurate or commensurate phase,
respectively. The open orange and blue satellite circles are the projection on the l¼ 0 and 1 plane which are seen at normal
incidence.
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Resistance	switching	after	a	35	fs	laser	pulse
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>3EY-02< 
 

1

� 
Abstract—Results of the development of a new type of a hybrid 

memory for superconducting Digital-RF receivers supporting 30 
Gbps memory readout speed are presented.  The main feature of 
this memory is a combination of a high capacity room-
temperature memory and a high speed on-chip superconductive 
cache in order to provide digital waveform templates for Digital-
RF signal processing. As a room-temperature high-capacity 
memory with fast readout, we selected Sympuls pattern 
generator BMG 30G-64M capable of producing a 30 Gbps serial 
data stream of programmable pattern of 67,108,864 bits. We 
designed, fabricated, and tested an on-chip cache which receives 
high-speed template serial data from the room temperature 
memory and converts it into a stream of 3-bit words of template 
of local oscillator (LO) for digital mixer. We integrated the 
memory with a 1x3-bit digital I/Q mixer (1-bit digitized RF 
stream multiplied by 3-bit digital LO). 
 

Index Terms—RSFQ, SFQ, DSP, DRFM, cryogenic, RF 
template, waveform library, digital correlator 
 

I. INTRODUCTION 
 long-standing problem with a high capacity memory for 
cryogenic superconductor electronics can be untangled 

for some specific applications.  These applications are related 
to special purpose digital signal processing which employs a 
substantially streamlined traditional memory hierarchy. 

We have been developing Digital-RF signal processing (RF 
DSP) technology based on fast processing of the digitized RF 
waveforms rather than digital processing of baseband data [1].  
The extreme speed requirements for such digital processing 
are met with superconductor RSFQ technology. A family of 
Digital-RF channelizing receivers has been successfully 
demonstrated [2], [3]. These receivers perform digital signal 
channelization of the digitized wideband RF data enabled by 
high-speed RSFQ digital signal processing.  Such digital 
receivers require loading of a digital template of the selected 
local oscillator (LO) to set the frequency channel. 
Channelization signal processing requires an asymmetric 
memory operation: relatively infrequent memory addressing 
for the stored local oscillator digital waveforms and their fast 
loading to a processor.  The LO waveforms are periodic and 
therefore do not take significant memory. A similar memory 
operation pattern is required for the Digital-RF correlation 
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receivers [4].  For these receivers, the stored waveform digital 
templates may not be periodic and can require substantial 
memory resources. These waveform digital templates are to be 
loaded to the RSFQ cross-correlator(s) for correlating with the 
digitized RF signal. In a nutshell, Digital-RF receivers 
predominantly require fast loading of the stored data from 
larger slower memories to smaller faster cache memories 
integrated with RSFQ processing circuits. 

In this paper we present the architecture, design, and test 
results of a hybrid memory for Digital-RF receivers 
combining room-temperature semiconductor deep memory 
and a cryogenic superconductor RSFQ cache.  The cache is 
integrated with an RSFQ multi-bit digital mixer [5] – a critical 
DSP circuit of a Digital-RF channelizing receiver. 

II. HYBRID MEMORY DESIGN 

A. Hybrid Memory Configuration 
Since superconducting SFQ memories do not have large 

capacity [6] and cryogenic hybrid Josephson-CMOS 
memories are not yet available [7], we pursue a hybrid 
temperature – hybrid technology (ht2) approach [2].  In this 
approach, we integrate a large capacity room-temperature 
semiconductor memory and a fast cryogenic RSFQ cache 
integrated on the same chip with an RSFQ digital signal 
processor.  The asymmetric nature of the required memory 
operation – predominant readout, infrequent addressing, no 
writing functions, allows us to utilize pipeline loading in order 
to avoid latency issues. 

Fig. 1 shows our hybrid memory configuration and its 
integration into a Digital-RF channelizing receiver.  It consists 
of room-temperature high–capacity memory capable of fast 
readout and a cryogenic superconducting RSFQ cache capable 
of receiving serial data, its re-synchronizing and deserializing. 
This cache memory is integrated with the In-phase (I) and 
Quadrature (Q) sections of a multi-bit digital mixer. 
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Fig. 1.  Hybrid memory configuration. 
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JJ+cryoCMOS
Possible solutions to low temperature memory using cryoCMOS:

64-kb	hybrid Josephson-CMOS	4	Kelvin	RAM	with 400	ps access time	and 12	mW	read power.
T.	Van	 Duzer et	al.,	IEEE	TAS,	Vol.	23,	No.	3,	1700504	(4pp),	2013;	

Design	guidelines for	Suzuki	stacks as	reliable high-speed Josephson	voltage drivers	
T.	Ortlepp et	al.,	Supercond.	Sci.	Technol.	 Vol.	26,	 035007	(12pp),	2013.



Scaling	of	switching	energy	with	device	size
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Photo”doping”	and	formation	of	a	textured	state
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The	photo-hole	annihilates	a	polaron,	creating	a	void.
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Frequency	switching	of	the	collective	
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C,	H	and	NC	have	distinct	mode	frequencies
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The	lattice	response:	how	long	does	it	take?
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The	transition	time	implies	no	diffusive	processes	are	

involved
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STM	after	a	single	30	fs	optical	pulse
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Fine	structure	of	the	H	state
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The	free-energy	landscape	of	1T-TaS
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Serguei Brazovskii,	(2013)	,	McMillan	(1975),	
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by the excess holes. The optical signature following pho-
toexcitation as reported recently by Dean et al[19] is fully
consistent with this hypothesis.

Adding a second electron to the Mott-split split-off
state costs too much energy due to the electrons’ re-
pulsion. In these circumstances, a favorable state will
be the creation of another polaron - an "add-atom" to
the polaronic crystal, and its subsequent relaxation will
be similar to the case of the hole discussed above. In
either case, the result will be a delocalized electron oc-
cupying the lost band state of the empty continuum. To
accommodate the local strain caused by voids or addi-
tions, the system self-organizes itself by aggregating these
point defects into walls of discommensurations. In this
course, the electrons or/and the holes, added with con-
centrations ne or/and nh, are converted to the reservoir
of condensed particles gapped by the CDW changing its
concentration by nc = nh � ne; it is seen as the change
qi = �Qi ⇠ nc of the CDW wave vector Qx,y. The possi-
bility of both positive and negative discommensurations
has been confirmed by STM experiments, see [21]. Fi-
nally the long-range phase is formed which we associate
with our H state. Unexpectedly, our measurements and
the modelling show that in the H state the system equi-
librates to a well conducting state with greatly enhanced
concentrations of one type of carriers concomitant with
stronger deviations from the commensurability, with re-
spect to NC or IC states obtained by a conventioanl ther-
mal treatment.

To discuss the nonequilibrium properties of the system
in more detail, we need to consider the relaxation kinet-
ics between the three reservoirs of particles. The total
free energy, which we shall consider additive neglecting
interactions, F (nc, ne, nh) ⇡ Fc(nc)+F (ne)+F (nh) de-
termines the partial chemical potentials µi = @F/@ni ⇡
µi(ni) which must all be equal in equilibrium. The chem-
ical potentials for the electrons µe and the holes µh will
be taken as for particles with 2D spectra �e,h+p2/2me,h

characterized by their activation energies - the gaps �e,h

and by effective masses me,h yielding constant densi-
ties of states Ne,h ⇠ me,h above the respective gaps
µe,h(n) = �e,h+kBT ln(ene,h/(kBTNe,h)�1). Fc is the en-
ergy of a superstructure of domain walls of the IC phase,
relative to the C state where nc = 0. Given the fact that
a 1st order transition exists between them, Fc must be
chosen to yield both the C and IC phases. The neces-
sary double-minima shape for Fc as function of q ⇠ 2⇡nc

can be taken from the experimentally confirmed numer-
ical modeling [40] of an unharmonic Landau model [? ].
Taking a more insightful analytic approach instead, we
write:

Fc(nc) = EDW (C0|nc|+C1|nc|e�1/(⇠|nc|)�C2⇠n
2
c+C4⇠

3n4
c)

(1)
where Ci are numeric constants. Here ⇠ is the domain

wall width, EDW is its energy. (For other parameters
and variables we are using dimensionless quantities as
explained in the Supplement.) The first two terms are
standard for a 2nd order C-IC transition[34, 39]: the co-
efficient C0 < 0 reduces the DW energy and for C0 < 0
the domain walls start to be created but their concen-
tration is stabilized by the repulsion given by the sec-
ond term ⇠ C1. The forth term ⇠ C2 appears for non-
collinear arrays of domain walls which now intersect in
points with a concentration ⇠ q2 ⇠ n2

c . A key point [39?
] is that this energy is expected to be negative, which we
took into account with the sign "-" in (1). Together with
the last stabilizing term ⇠ C4 to take into account the
repulsion between domain wall cross-sections we obtain
the desired non-monotonous curve for Fc shown in Fig.
3a). The chemical potential of the condensate particles
is then:

µc(nc) = EDW (C1(1+
1

⇠|nc|
)e�1/(⇠|nc|)+C0�2C2⇠|nc|+4C4(⇠|nc|)3)sign(nc)

(2)
as shown in Fig. 3b). The three surfaces of chemical

potentials µe, µh and µc as a function of ne and nh are
shown in Fig. 3b). At the intersection of all three (i.e.
when µe =µh =µc), the system state is stable. The state
with ne = nh (point C) is stable commensurate, and
point H is metastable incommensurate, corresponding to
the CDW with an enhanced number of electrons and the
correspondingly depleted condensate nc = nh�ne. (The
point in between is a maximum of the total energy, and is
unstable). The restriction for the balance among groups
of carriers and the requirement for balance of their chemi-
cal potentials makes a principle difference of our approach
with respect to common picture of IC states, both basic
and with particular complications for the TaS2. This
approach is already important for states in thermal equi-
librium, and it becomes indispensable for light pumping
experiments.

Recent experiments show that the Mott gap rapidly
melts within ⇠ 50 fs after photo-excitation [14], but af-
ter 0.5 ⇠ 1 ps, the AM oscillations are visible again,
indicating the recovery of the C state within a few AM
cycles. Since the e-h energy relaxation occurs on a simi-
lar timescale (⌧E ⇠ 1 ps) [13, 14], the condensation into
a CDW state competes with e � h recombination, allto-
gether subject to the conservation law nh�ne = nc. The
time evolution of the transient particle densities can then
be described by two kinetic equations for nh and ne:

dnh

dt
= �kehnenh(µe + µh)� khcnh(µh � µc) + P (t)

(3)
dne

dt
= �kehnenh(µe + µh)� kecne(µe � µc) + P (t)

where e-h, h-c and e-c recombination rates are given by
keh , khc and kec respectively, P (t) is the temporal profile

Nakanishi	and	Shiba (1977)
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Topologically	protected	q-vector

u:

u7

uv_2w

u: − u7 = uv_2w

(	j7 − j: = jz )

jz = r	,v_2w

The	chemical	potential	surfaces	in	Q-space

The	system	is	stable	in	the	H	state	when:	

Subject	to	charge	conservation:
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The	topologically	protected	wavevector:

STABILITY	CONDITIONS:
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Domain	wall	with	fractional	charge

2

where U0 = e2 exp(�a/l
s

)/a is the Coulomb energy of
interaction of particles at neighboring sites in the Wigner
crystal state with the distance a =

p
13b between them (b

is the lattice spacing of the underlying triangular lattice;
(Fig. 1(a)), l

s

is the screening length. We keep in mind
also the background uniform neutralizing positive charge.

SUPERLATTICE AND ITS CHARGED DEFECTS.

(a) (b)

FIG. 1. (a) Lattice of Ta-atoms and the coloring scheme,
showing its 13 sublattices; in the ground state only one sublat-
tice is occupied; a is the superlattice period, b is the underly-
ing lattice period. (b) Lattice with ⌫ = 1/13 concentration of
polarons at presence of one void (the emptified “David star”).
The occupied sites, marked by red circles, are surrounded by
filled “David stars” which perimeters pass through neighbors
which positions are actually displaced inwards.

In the ground state, all particles living on the trian-
gular lattice tempt to arrange themselves in also the tri-
angular superlattice, which is the close-packed and most
energetically favorable in 2D [8] (with some notable ex-
ceptions for more exotic potentials [9]). Since the con-
centration of the particles is 1/13, then the ground state
is 13-fold degenerate with respect to translations (Fig.
1(a)); an additional mirror symmetry makes the ground
state in total 26-fold degenerate. But since within a given
sample two mirror-symmetric phases do not coexist both
in the experiment [10] and in the modeling for the su�-
ciently slow cooling rates (because of the high energy of
the corresponding twinning wall), then we consider only
one of them.

The simplest lattice defect is a void or a “polaronic
hole” (Fig. 1(b)) which is formed when the electron from
the intragap level is excited to the conduction band and
soon the associated lattice distortions vanish. The sin-
gle void has the relative charge +e (keeping in mind the
background neutralizing charge) and the Coulomb self-
energy of the order

E
void

' e2

a
. (3)

While the void is a particular manifestation of a general
notion of vacancies in crystals, in our case there can be

also a specific topologically nontrivial defect – the do-
main wall – owing to the 13-fold positional degeneracy of
the ground state. If di↵erent parts of the system are in
di↵erent ground states, then inevitably there should be
a domain wall between them (Fig. 2). The domain wall
cross-section resembles the discommensuration known in
CDW systems [11].

Experimentally, the lattice defects can be introduced
via external pulses, by impurity doping or by the field
e↵ect. For example, a laser or STM pulse can excite the
Mott-band electrons residing in the centers of the David
star clusters, creating an ensemble of voids. Since the
voids are charged objects, then at first sight they should
repel each other and form a Wigner crystal themselves.
But our modeling consistent with the experiment shows
that the voids rather attract one another at short dis-
tances and their dilute ensemble is unstable towards for-
mation of domain wall net. Qualitatively, this instability
can be understood from the following argument. Com-
pare energies of the isolated void and of the domain wall
segment carrying the same charge. The minimal charge
of domain wall per the translation vector a1 is +e/13
(Fig. 2(a)), and the energy of the wall’s segment carry-
ing the charge +e can be estimated as for a uniformly
charged line:

E
wall

' 13⇥ (e/13)2

a
ln(l

s

/a), (4)

which, for moderate screening lengthes l
s

, is lower than
the voids’ self-energy 3, making them energetically fa-
vorable to decompose into fractionally-charged domain
walls. The local e↵ects beyond our model can also fa-
vor domain walls with other charges: for +1e/13 domain
wall there are anomalous sites where David stars inter-
sect (Fig. 2(a)), which raises its energy and can make
+2e/13 domain walls more energetically favorable (Fig.
2(b)).

(a) q = +e/13 (b) q = +2e/13

FIG. 2. Positively charged domain walls with charges per unit
cell length a: (a) +e/13 ; (b) +2e/13. The whole sequence of
domain walls can be obtained by consecutive shiftings of the
blue domain by the vector b1 as indicated in (a). In (a), the
cites are encircled where David stars within the wall share the
corners. Black asterisks show the sites not belonging to any
star.

4

(a) (b)

FIG. 4. Globule structures. (a) The present modeling: Nv =
8 voids, ⌫v = 1.1% in the domain walls representation; (b)
from experiments in [4].

(a) Nv = 17 voids, ⌫v = 2.3% –

domain walls

(b)

(c) Nv = 17 voids, ⌫v = 2.3% (d)

FIG. 5. The modeling for a high doping (a,c) vs experiments
(b,d). Maps of domain walls (a,b) and of domains (c,d). Figs.
(a,c) show the present modeling with Nv = 17 voids at T =
0.015U0, the coloring scheme for domains is indicated in Fig.
1. Figs. (b,d) are adapted from [4], numbers in Fig. (d) show
the corresponding coloring scheme for domains.

That can be understood indeed by noticing that the
walls formation is not just gluing of voids but their frac-

tionalization. The domain wall is fractionally (q = ⌫0e)
charged per its crystal-unit length, thus reducing the
Coulomb self-energy in comparison with the integer-
charged single void. Being the charged objects, the do-
main walls repel each other but as topological objects
they can terminate only at branching points, thus form-
ing in-plane globules. Their repulsion at adjacent layers
meets no constraints, hence the experimentally observed
alternation of the walls’ patterns among the neighboring
layers [2, 4, 5].

The proposed minimalistic statistical model already
captures many interesting e↵ects, but not all of them.
We did not consider the case of doping by electrons
– here the interstitial David stars substantially overlap
with their neighbors giving rise to stronger lattice defor-
mations, which require a more complicated model.

Still the encouraging visual correspondence of our pic-
tures with experimentally obtained patterns – for di↵er-
ent regimes of low and high levels of doping – ensures a
dominant role of the universal model.
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with applications to pump- and pulse induced hidden states in 1T � TaS
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Recent experiments on the optical pumping and the STM injection of carriers in a layered 1T �
TaS2 have revealed an intriguing formation of patterns with networks and local globules of domain
walls. The e↵ect is thought to be responsible for the metallisation transition in this Mott insulator
and for stabilization of a “hidden” state. In response to these challenges, we performed Monte Carlo
simulations for the ground state, the phase transition and evolution of a classical lattice gas with a
repulsive Coulomb interaction among the particles. The external pulse is simulated by introducing
a small random concentration of voids into the superlattice of polarons ubiquitous to the 1T �TaS2.
Despite the Coulomb repulsion, the single-void states are unstable with respect to their binding
and progressive aggregation. With augmenting concentration of charged voids, we observe their
gradual coalescence into interconnected globules of domain walls. This coalescence of voids can be
understood by fractionalization of their charges within the wall separating domains with di↵erent
degenerate ground states.

INTRODUCTION

The rich phase diagram of 1T � TaS2 includes such
states as incommensurate, nearly commensurate, and
commensurate charge density waves (CDW) which un-
usually support also the Mott insulator state for a sub-
set of electrons. Recently, new metastable phases have
been discovered: a “hidden” state created by laser [1, 2]
or voltage [3] pulses, and a probably related “metallic
mosaic” state created locally by STM pulses [4, 5]. This
work is motivated by latest STM experiments [2–6] on
visualization, manipulation and tracing the evolution of
networks and globules of domain walls separating the de-
generate phases of CDWs.

1T � TaS2 is a narrow-gap insulator formed from a
parent metal (with 1 electron per Ta site) by a high-
T (T

c

> 500K) CDW [7]. Incomplete nesting leaves
each 13-th electron ungaped which in a typical CDWs
would give rise to a pocket of carriers. Here, each excess
carrier is self-trapped by inwards displacements of the
surrounding atomic hexagon (forming the “David star”
unit) which gives rise to the intragap local level accom-
modating this electron. These charged heavy polarons
inevitably arrange themselves into the Wigner crystal.
Exciting the self-trapped electron from the intragap level
deprives the deformations from reasons of existence, the
David star levels out in favor of a void in the crystal of
polarons. A major question arises: why and how the
repulsive voids aggregate into the net of walls leaving
micro-crystalline domains in-between?

In this paper, we answer this and related questions by
modeling the superlattice of polarons upon the 2D trian-
gular basic lattice of all Ta atoms by a classical charged
lattice gas with a screened repulsive Coulomb interac-
tion among the particles. Here one particle represents

a polaron which is seen in 1T � TaS2 as a David star
consisting of 13 electrons and the associated lattice dis-
tortion. The external pulse injecting the voids is sim-
ulated by introducing a small random concentration of
voids reducing the particles concentration ⌫ below the
equilibrium ⌫0 = 1/13. The subsequent evolution of the
system is studied by means of the Monte Carlo simu-
lation. Surprisingly, this minimalistic classical model is
already able to capture the experimentally observed for-
mation of domain walls and to explain it in a natural
way.

THE MODEL

We model the system of polarons by a lattice gas of
charged particles on a triangular lattice. Each particle
represents the self-trapped electron in the middle of the
David star, thus the e↵ective charge is �e, which is com-
pensated by the static uniform positive background.
The external pulse is simulated by a small concentra-

tion of randomly seeded voids reducing the particles con-
centration below the equilibrium: ⌫ = ⌫0 � �⌫. The in-
teraction of polarons located at sites i, j is described by
an e↵ective Hamiltonian with repulsive interactions U

ij

:

H =
X

i,j

U
ij

n
i

n
j

, (1)

Here the sum is over all pairs of sites i 6= j; n
i

= 1 (or
0) when particle is present (absent) at the site i, and we
choose U

ij

in the form of a screened Coulomb potential

U
ij

= e2
exp(�r/l

s

)

|r
i

� r
j

| ⌘ U0

a exp(� r�a

ls
)
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i
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Recent experiments on the optical pumping and the STM injection of carriers in a layered 1T �
TaS2 have revealed an intriguing formation of patterns with networks and local globules of domain
walls. The e↵ect is thought to be responsible for the metallisation transition in this Mott insulator
and for stabilization of a “hidden” state. In response to these challenges, we performed Monte Carlo
simulations for the ground state, the phase transition and evolution of a classical lattice gas with a
repulsive Coulomb interaction among the particles. The external pulse is simulated by introducing
a small random concentration of voids into the superlattice of polarons ubiquitous to the 1T �TaS2.
Despite the Coulomb repulsion, the single-void states are unstable with respect to their binding
and progressive aggregation. With augmenting concentration of charged voids, we observe their
gradual coalescence into interconnected globules of domain walls. This coalescence of voids can be
understood by fractionalization of their charges within the wall separating domains with di↵erent
degenerate ground states.

INTRODUCTION

The rich phase diagram of 1T � TaS2 includes such
states as incommensurate, nearly commensurate, and
commensurate charge density waves (CDW) which un-
usually support also the Mott insulator state for a sub-
set of electrons. Recently, new metastable phases have
been discovered: a “hidden” state created by laser [1, 2]
or voltage [3] pulses, and a probably related “metallic
mosaic” state created locally by STM pulses [4, 5]. This
work is motivated by latest STM experiments [2–6] on
visualization, manipulation and tracing the evolution of
networks and globules of domain walls separating the de-
generate phases of CDWs.

1T � TaS2 is a narrow-gap insulator formed from a
parent metal (with 1 electron per Ta site) by a high-
T (T

c

> 500K) CDW [7]. Incomplete nesting leaves
each 13-th electron ungaped which in a typical CDWs
would give rise to a pocket of carriers. Here, each excess
carrier is self-trapped by inwards displacements of the
surrounding atomic hexagon (forming the “David star”
unit) which gives rise to the intragap local level accom-
modating this electron. These charged heavy polarons
inevitably arrange themselves into the Wigner crystal.
Exciting the self-trapped electron from the intragap level
deprives the deformations from reasons of existence, the
David star levels out in favor of a void in the crystal of
polarons. A major question arises: why and how the
repulsive voids aggregate into the net of walls leaving
micro-crystalline domains in-between?

In this paper, we answer this and related questions by
modeling the superlattice of polarons upon the 2D trian-
gular basic lattice of all Ta atoms by a classical charged
lattice gas with a screened repulsive Coulomb interac-
tion among the particles. Here one particle represents

a polaron which is seen in 1T � TaS2 as a David star
consisting of 13 electrons and the associated lattice dis-
tortion. The external pulse injecting the voids is sim-
ulated by introducing a small random concentration of
voids reducing the particles concentration ⌫ below the
equilibrium ⌫0 = 1/13. The subsequent evolution of the
system is studied by means of the Monte Carlo simu-
lation. Surprisingly, this minimalistic classical model is
already able to capture the experimentally observed for-
mation of domain walls and to explain it in a natural
way.

THE MODEL

We model the system of polarons by a lattice gas of
charged particles on a triangular lattice. Each particle
represents the self-trapped electron in the middle of the
David star, thus the e↵ective charge is �e, which is com-
pensated by the static uniform positive background.

The external pulse is simulated by a small concentra-
tion of randomly seeded voids reducing the particles con-
centration below the equilibrium: ⌫ = ⌫0 � �⌫. The in-
teraction of polarons located at sites i, j is described by
an e↵ective Hamiltonian with repulsive interactions U
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Physical	pressure: 1T-TaS2

Fe	:	1T-TaS2

(substitution):

High-quality single crystals of 1T-FexTa1!xS2 were
grown by the chemical vapor transport method with
iodine as a transport agent. Details of the sample prepara-
tion were described elsewhere [23]. ARPES measurements
were performed using a VG-SCIENTA SES2002 spec-
trometer with a high-flux He discharge lamp at Tohoku
University. The He-I! (h" ¼ 21:218 eV) resonance
line was used to excite photoelectrons. The samples
were cleaved in situ in an ultrahigh vacuum better than
5# 10!11 Torr. The energy and angular (k) resolutions

were set at 13 meV and 0.2$ (0:007 !A!1), respectively.
The Fermi level (EF) of the samples was referenced to that
of a gold film evaporated onto the sample holder.

First we focus on the electronic states of pristine 1T-TaS2
in which we have revealed some new aspects across the

phase transitions. Figures 1(b) and 1(c) show energy distri-
bution curves (EDCs) and corresponding band dispersions
of pristine 1T-TaS2 along the "M cut measured at three
different phases [Mott phase (30 K); NCCDW phase
(300 K); and normal phase (360 K)]. At T ¼ 360 K, we
recognize a highly dispersive band around the " point. This
band crosses EF at midway between the " and M points,
forming an electronlike FS centered at the M point [see
Fig. 2(a)] [11,13,24]. As shown in Fig. 1(b), this band does
not cross EF at T ¼ 300 K but disperses back toward the
higher binding energy (EB) near the kF (Fermi vector) point
in the 360-K spectra (see EDCs marked by a black curve),
with a characteristic pseudogap feature [25]. Such band-
folding behavior and ARPES-intensity modification are
likely caused by the superlattice potential of the NCCDW
where the star-of-David clusters locally maintain theffiffiffiffiffiffi
13

p
#

ffiffiffiffiffiffi
13

p
periodicity identical to the CCDWMott phase.

Inside the pseudogap, a narrow band pinned at EF is also
observed around the " point [see the 300-K intensity in
Fig. 1(c)]. In the Mott phase at T ¼ 30 K, the Ta 5d band
splits into multiple subbands due to strong CDW potential.
Also, the near-EF spectral weight resides on the higher EB

side of %0:2 eV due to the Mott-Hubbard gap opening,
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FIG. 1 (color online). (a) Schematic electronic phase diagram
of 1T-FexTa1!xS2 derived from transport properties [23] as a
function of temperature and x, where CCDW, NCCDW, SC, and
AL represents the commensurate CDW, nearly commensurate
CDW, superconductivity, and Anderson localization, respec-
tively. For x ¼ 0:02 and 0.03, the SC critical temperature Tc is
2.8 and 2.6 K, respectively. (b) EDCs of pristine 1T-TaS2
measured at 30, 300, and 360 K along the "M direction.
(c) Corresponding second-derivative ARPES intensity 1T-TaS2
plotted as a function of wave vector and EB.
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FIG. 2 (color online). (a) 2D ARPES intensity plot of pristine
1T-TaS2 measured at T ¼ 360 K. Orange circles correspond to
the normal-state FS. (b) EDCs at five representative kF points
(A–F) shown in (a), measured at T ¼ 360, 300, and 30 K.
(c) Temperature dependence of the EDCs at point B.
(d) Symmetrized EDCs near EF.
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of lattice distortion by the decrease of bond angles (h) from
hS!Ta!S (87:234") to hSe!Ta!Se (86:014"). Figure 3(d) shows
the variation of lattice parameters (a, c) and unit cell volume
(V) with Se content. The values of a, c, and V monotonously
increase with Se content, in accordance with the larger ion ra-
dius of Se than that of S. This is totally different from the
case of the substitution of Fe at Ta site in 1T-FexTa1–xS2,28

where the values of c almost have no change with increasing
Fe content, while the values of a decrease due to the smaller
ion radius of Fe than that of Ta.

The temperature dependence of in-plane resistivity (qab)
measurements on 1T-TaS2–xSex (0 # x # 2) is shown in Fig.
4(a). At first below 200 K, it is observed a first-order transi-
tion from the NCCDW to the CCDW phase. The CCDW
transition gradually shifts to lower temperature with increas-
ing x content, and the Mott insulating phase at low tempera-
tures completely disappears for x > 0:8. More significantly,
the signature of superconductivity emerges for x¼ 0.9. The
maximum of superconducting onset temperature is%3.6 K
for the optimal sample with x¼ 1 [see the inset of Fig. 4(a)].
Above x > 1:6, the superconductivity at low temperatures is
suppressed, while CCDW phase reproduces and a metallic
behavior arises until x¼ 2. Figure 4(b) shows the high-
temperature resistivity to magnify the NCCDW transition
from normal metallic phase. The NCCDW transition obvi-
ously shifts to higher temperature with Se content, in agree-
ment with the larger ion radius of Se than that of S.

TABLE I. Structural parameters and selected bond lengths and angles of 1T-
TaS2–xSex (x ¼ 0, 1, and 2) from powder XRD Rietveld refinement.

Formula 1T-TaS2 (x¼ 0) 1T-TaSSe (x¼ 1) 1T-TaSe2 (x¼ 2)

Space group P-3m1 P-3m1 P-3m1

Z 1 1 1

a (Å) 3.3672(6) 3.4173(8) 3.4746(9)

c (Å) 5.9020(9) 6.1466(4) 6.2778(4)

dTa!SðSeÞ (Å) 2.441 2.501 2.547

hSðSeÞ!Ta!SðSeÞð"Þ 87.234 86.196 86.014

Cell volume (Å3) 57.955(5) 62.166(2) 65.641(5)

Density (g cm–3) 7.02 7.80 8.57

Rp (%) 15.03 5.15 8.91

Rwp (%) 17.47 6.39 14.08

v2 2.00 3.79 14.97

FIG. 4. (a) Temperature dependence of in-plane resistivity (qab) of 1T-
TaS2–xSex. The inset magnifies the region of the superconducting transi-
tions. (b) The NCCDW transitions at high temperatures of all the samples.

FIG. 5. Temperature dependence of magnetic susceptibility for optimally
superconducting sample 1T-TaSSe (x¼ 1). The left inset shows the initial
M(H) isotherm at 2 K, where the light green line stands for the linear fitting
in the low-field range. The right inset shows the magnetization hysteresis
loops of 1T-TaSSe at 2 K with H parallel to the c-axis.

FIG. 6. Electronic phase diagram of 1T-TaS2–xSex derived from the present
transport properties as a function of temperature and x, where CCDW,
NCCDW, and SC represent the commensurate CDW, nearly commensurate
CDW, and superconductivity, respectively.
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ARTICLES

of the diVerent phases at ambient pressure and their possible
evolution under pressure. We will address each of the above posed
questions separately.

MELTDOWN OF THE MOTT PHASE

The standard way of influencing the Mott phase is to aVect the
ratio between the Coulomb repulsion and the bandwidth. These
two relevant energy scales correspond to the parameters U and t of
the single-band Hubbard Hamiltonian, usually used to consider the
Mott transition,

H = �t
X

hi,ji,�

�
c†

i,� cj,� + c†
j,� ci,�

�
+U

X

i

ni,"ni,#

where ci,� and c†
i,� are the destruction and creation operators of an

electron at site i and with spin �, and ni,� = c†
i,� ci,� is the occupation

operator. For the special case of the triangular lattice of David
stars in 1T-TaS2, t and U map to the overlap of the electronic
wavefunctions defined by the deformation localized at David stars,
and the Coulomb interaction of the electrons above the gap within
the same David star, respectively.

The qualitative understanding of the observed phase transition
comes from the insight that pressure changes both the relevant
energy scales, by decreasing the swelling of the planes related
to the David-star deformations in the CDW state. In particular,
by reducing the deformation, the pressure diminishes the CDW
gap and increases the screening capacity of the electrons below
the gap (that is, the interband contribution to the dielectric
function). Similarly, the pressure also weakens the potential that
defines the local wavefunction, thereby increasing its extension
and the wavefunction overlap integral. Both these mechanisms
simultaneously increase t and decrease U , leading to a decrease in
the ratio U/t . The Mott-state melting occurs naturally at a critical
value of this ratio28.

NATURE OF THE TEXTURED PHASE

The NCCDW phase has been subject to numerous experimental
and theoretical investigations at ambient pressure. Previous
theoretical approaches invoked mainly phenomenological
treatments, based on sophisticated versions of the Landau-type
functional, leaving out the microscopic details29,30. However,
the main mechanism behind the creation of the textured phase
has been established to lie in the tendency of the system to
maximize the electronic gap at a given deformation amplitude
by (inter)locking the deformations at (three) commensurate wave
vectors, counteracted by the remnant part of the electrons in the
states above the gap. This leads to a microscopic mechanism for
domain formation, common to many electronic systems with
(charge- or spin-) density waves close to commensurability31.
Essentially, the discommensurations in the textured phase host
the electrons that do not fit below the gap that exists in the
commensurately ordered domains. Notably, however, the size of the
domains in 1T-TaS2 is substantial, containing several hundred TaS2

units within each layer. Therefore, long-range Coulomb forces are
expected to control the charge transfer involved in the domain size
and organization32. This important aspect was omitted in former
theoretical treatments of the NCCDW phase in 1T-TaS2.

We fully include the Coulomb aspect of this charge transfer,
when considering the formation of domains in the NCCDW phase
in 1T-TaS2. The two limiting degrees of this charge relocation leave
the domains either as a lightly (self-)doped Mott state, or fully
depleted. We compare the Coulomb energy per particle involved
in the formation of fully depleted domains, Ec, with the electronic
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Figure 3 The temperature–pressure phase diagram of 1T-TaS2. The Mott
localization is suppressed, closely accompanied by the melting of the CCDW phase
at a pressure of 0.8 GPa; the lattice structure in the latter phase is composed of
interlocking David stars. The NCCDW phase extends over the pressure range of
1–7 GPa, and may be visualized as roughly hexagonal domains suspended in an
interdomain phase, indicated in grey. The first signatures of superconductivity
appear from the NCCDW state, and remain roughly at 5 K throughout the entire
pressure range of 3–25 GPa. In the pressure range of 8–25 GPa, the system is
metallic over the investigated temperature range when above the superconducting
transition temperature. The drawings above and below the phase diagram indicate
the probable deformation patterns in the system at low temperature, as discussed in
the text. Darkly shaded parts denote the parts with the static deformation in the form
of David stars, whereas in the light-shaded areas the deformation is considerably
reduced or completely suppressed.

energy gap � in the domains. The case of Ec ⇠ � implies a
Coulomb-controlled textured phase. The alternatives, unrestricted
by the long-range Coulomb forces, relate to Ec ⌧ � and Ec � �
signifying fully depleted and slightly doped Mott phase domains,
respectively. Figure 4 shows the results of a calculation, for diVerent
domain sizes and organization in successive layers. The calculation
(see the Methods section) is carried out for a kagome patchwork
with two diVerent stacking alignments. Stacking A considers an
axial alignment of domains and interdomain triangles in successive
layers, and has been experimentally observed in 1T-TaS2 (see
Fig. 4, Stacking A). The shifted positions of the domains between
adjacent planes resemble a closely packed face-centred-cubic
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IV. DISCUSSION

The fact that Tc is pushed above 2 K in 2H-TaS2 by very
low amounts of doping gives some insight into the many
observations of superconductivity above 1 K in nominally
pure 2H-TaS2 and variants doped with organic mole-
cules.23,24 “TaS2” samples with indications of Tc above 1 K
may, in fact, be very slightly nonstoichiometric through hav-
ing small Ta excess or sub-1% quantities of impurity atoms
present. It is not at all clear how an increase in Tc by a factor
of about 3 between TaS2 and Cu0.01TaS2 can be possible if
the effect of copper doping is only to change the carrier
concentration by 1/100 of an electron per f.u. There must be
additional contributions—changing the interlayer coupling,
for example,33 or disrupting the ordering of the CDW state
through impurity scattering due to the intercalated Cu, as
seen in the change in CDW coherence length seen in electron
diffraction. These factors may explain why Tc’s of 2.5 K are
very commonly seen on intercalation of TaS2 with neutral
organic molecules. The current results suggest that the first

increment in Tc on doping 2H-TaS2, up to 2.5 K from 0.8 K,
comes from these initial effects and that further increases, to
the 4.5 K range, are due to the actual electronic doping of the
system.

Despite overall similarities, there are significant differ-
ences between the CuxTiSe2 and CuxTaS2 systems. The sharp
initial increase in the electronic contribution to the specific
heat on Cu doping in CuxTaS2 to a maximum at around x
=0.03, followed by a decrease at higher x, is in distinct con-
trast to what is observed in the CuxTiSe2 system.25 In that
case, ! increases continuously with Cu doping and continues
to increase for compositions beyond that of the optimal su-
perconductor at Cu0.08TiSe2. Therefore the decrease in Tc
with increasing x cannot be due to a decreasing density of
states. For CuxTaS2 on the other hand, the substantial de-
crease in Tc for Cu contents beyond the optimal 0.04 doping
could be due to the 50% decrease in the density of states
for higher x. Despite similar Tc values, the ! values at
the optimal superconducting compositions are 12 and
4 mJ mol−1 K−2 for CuxTaS2 and CuxTiSe2, respectively,
and the 0 K upper critical field of 4.2 T in Cu0.04TaS2 is
approximately three times larger than that observed in
Cu0.08TiSe2.

FIG. 8. !"a#–"d#$ Temperature evolution of the electron-
diffraction "ED# patterns in the hk0 plane for Cu0.04TaS2. Bright
spots are the diffraction peaks from the hexagonal crystal structure.
Diffuse scattering is present at high temperatures, but at 55 and 25
K, the diffraction peaks from the CDW are clearly observed. "e# hk0
plane ED pattern at 11 K of 2H-TaS2. The weak sharp CDW re-
flections are clearly shown between the fundamental reflections. "f#
and "g# are the intensity profiles of the fundamental and the CDW
reflections measured !along the dashed line in Fig. 8"e#$ from the
ED patterns in Figs. 8"a# and 8"e# for Cu0.04TaS2 and TaS2, respec-
tively. Quantitative fits of the CDW peak intensity profiles yield a
CDW q= "0.341"0.003#a! for TaS2 and a CDW q
= "0.358"0.004#a! for Cu0.04TaS2. The coherence length of the
CDW is greater than 50 nm for TaS2 and only %4–5 nm for
Cu0.04TaS2.

FIG. 9. "Color online# Electronic phase diagram for CuxTaS2.
Inset: the 2H-TaS2 crystal structure. Copper is inserted between the
TaS2 planes.
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